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Preface

Photodiodes or photodetectors are prevailing technology in various fields giving
many benefits to human race. Moreover, their application fields are extended in the
world more and more. From photo camera application to medical application, they are
pervading in the human life. They became an inevitable and valuable technology since
its birth. Now we cannot imagine what is like our life without them. They would exist
until end of human race even if we don’t need our sight of today anymore. Even
though we become a new race after gradual evolution, we would need suitable
photodiodes and photodetectors. They are in one boat with our human race.

Many people in the world pursuit a birth of new photodiodes or photodetectors
technology which are able to give better life to human. Their efforts are contained in
this book. This book would be valuable to those who want to obtain knowledge and
inspiration in the related area.

Jeong-Woo Park

Electronics and Telecommunications Research Institute,
161 Gajeong-dong, Yusong-gu, Daejeon,

Republic of Korea
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1. Introduction

Semiconductor photodetectors based on InP materials are the ones most often used in state
of the art long wavelength optical fiber communication system. Mixed compounds such as
InGaAs (P) and In(Al)GaAs lattice matched to InP are the materials responsible for detecting
long wavelength light, specially the nondispersion wavelength (1.3 pm) and loss minimum
wavelength (1.55 pm) of silica optical fibers. The characteristics of these InP-based
photodectors are superior to those of conventional photodiodes composed of elemental Ge,
which was the only material applicable for wavelengths below 1.55 pm. By using a
heteroestructure, which hadn’t been expected in group IV elemental semiconductors such as
Si and Ge, new concepts and new designs for high performance photodetectors have been
developed. For example, the absorption region can be confined to a limited layer and the
InP wide bandgap layer can serve as a transparent layer for specific communication
wavelength. Recently InGaAs/InP avalanche photodiodes (APDs) with a SAM (separation
of absorption and multiplication) configuration have become commercially available. The
SAM configuration is thought to be necessary for high performance APDs utilizing long
wavelengths.

The photodiodes may be operated under reverse bias, high quality semiconductor layers
need to be produced. To obtain photodiodes that operate at a low bias and have a low dark
current, it is necessary to produce epitaxial layers that are pure and have few defects (such
as dislocations, point defects, and impurity precipitates). To get stable and uniform gain in
APDs, in which internal gain is achieved through the carrier avalanche process, the layers in
the avalanche region must be uniform and free of dislocations. Furthermore, a planar device
structure requires that a guard ring be used to keep the electric field around the
photoreceptive area from increasing too much. Fabrication and processing technologies such
as impurity diffusion, ion implantation, and passivation will also play important roles in the
production of reliable photodetectors.

From a radiometric point of view, the photodetectors important characteristics are: Speed of
(characterized by the bandwidth of the frequency response or the Full Width Half
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Maximum (FWHM) of the pulse response), responsivity (determined as the ratio of current
out the detector to the incident optical power on the device), sensitivity (defined as the
minimal input power that can still be detected which, as a first approximation, is defined as
the optical power which generates an electrical signal equal to that due to noise of the
diode). One related characteristic is the quantum efficiency of the detector which is the ratio
of the number of electron-hole pairs which contribute to current to the number of incident
photons.

When the light radiation impinges on a detector, various physical processes occur; part of
the incident light is reflected by the sensitive surface, while the rest passes inside the
detector, where can be partially, because of losses due to absorption, converted into an
electronic signal. The response of each photodetector is conditioned by a quantity of the
converted light power, but for evaluating the incident power one has to know the ratios of
the reflected, absorbed, and converted portions.

The InP photodetectors are chosen as the first device of interest because of their simple
structure, and since their analysis is a natural extension, almost an example, of our
discussion of p-n diodes. Whereas the field of photodetectors goes far beyond that of
semiconductor photodetectors, we restrict ourselves here to such devices. It will be
discussed p-i-n diodes, which are also referred to as photovoltaic detectors,
photoconductors or solar cells photodetectors. The distinction between the different devices
is somewhat artificial since many similarities exist between these devices but it enables to
clearly separate the difference in structure, principle of operation and purpose of the
devices.

InP-photodiodes from different manufacturers have got rather low noise level, a good
response uniformity over the sensitive surface and a wide dynamic range. Therefore they
are good devices to built radiometers in the NIR spectral region. As in any photodiode, the
spectral short-circuit responsivity is determined by the wavelength and the photodiode’s
reflectance and internal quantum efficiency. Then if these quantities were known, the
photodiode’s responsivity would be known without being compared to another standard
radiometer; i. e. the photodiode would be an absolute radiometer for optical radiation
measurements.

This idea was firstly developed for silicon photodiodes in the eighties, once the technology
was able to produce low defects photodiodes. Following this reference, the reflectance could
be approached from a superimposed thin layers model. By knowing the thicknesses of the
layers and the optical constants of the materials, it is possible to determine the device
reflectance. However, this information is not completely available for InP photodiodes: the
actual thickness of the layers is not known and optical constants of materials are only
approximately known for bulk. Nevertheless it's possible to measure reflectance at some
wavelengths and to fit the thicknesses of a layer model that would reproduce those
experimental values.

The internal quantum efficiency cannot be determined.Since InP photodiodes are hetero-
junctions rather than homo-junctions as silicon photodiodes are. In the other hand, since the
internal structure is not accurately known, it is not possible to model the internal quantum
efficiency without having experimental values for it.

Therefore the attainable scope at present is just to obtain a model to be able to calculate
spectral responsivity values at any wavelength. To get this, a model has been developed to
calculate reflectance values from experimental ones at some wavelengths and another
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model has been developed to interpolate spectral internal quantum efficiency values from
some values got from reflectance and responsivity measurements at some wavelengths.
Both models will be presented in this chapter.

2. Pin-photodiode design, fabrication and modelling

Photodiodes with different lengths from 30 pm to 70 pm and width 8 pm were fabricated to
analyse their RF behavior. A schematic view of the pin photodetector is depicted in figure 1.
The structure of the pin-photodiode is based on a transverse twin-guide scheme. From the
top down, the main parts of the pin-photodiode are a 400 nm p+ -InP contact layer, 100 nm
InGaAs absorbtion layer, 100 nm non-intentionally doped and 400 nm n+ -InGaAsP(Q1.3)
layer, acting as the top waveguide layer and as n-contact layer. With this structure layer and
8%60 pm2 area 0.25 pF can be achieved for a reverse bias voltage of 2 V and 0.12 pF for -5 V.
The access waveguides consist of a 600 nm Q(1.3) layer with an InP cladding layer which is
tapered from the normal width of 2 pm to 8 pm.

Fig. 1. Cross section of a side-illuminated twin-waveguide pin-photodiode. The equivalent
circuit elements represent physical parameters of the photodiode and parasitic elements.

Electrically, the output of the pin photodiode is fabricated as a coplanar waveguide
transmission line in order to facilitate hybrid integration with the GaAs travelling-wave
amplifier and also for on-wafer high-frequency measurements. Figure 1 indicates how the
parasitic components are connected and how they are related to the physical parameters of
the pin photodiodes.
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Here Rs is the p- and n-electrode contact resistance, R j is the resistance representing the
dark current leakage, R p is the resistance of the bulk P+ -InP layer; Cpd is the reverse-bias
junction capacitance, Cd capacitance between p- and n-contact metallization which is
significant at low frequencies, Ls is the inductance of the p/n-contacts to signal/ground
electrodes, Csh and Gsh are the shunt capacitance and conductance of coplanar waveguide
which take into account the electric energy storage inside the transmission line and the
losses caused by the transverse component, Cp is the open circuit at the end of the coplanar
waveguide transmission line, and RL is the load resistance.

In the case of semiconductors photodetectors based on InP materials are the ones most often
used in state of the art long-wavelength optical fiber communication systems. Mixed
compounds such InGaAs(P) and In(Al)GaAs lattice matched to InP are the materials
responsible for detecting long-wavelength light, especially the nondispersion wavelength
(1.3 pm) and loss minimum wavelength (1.55 pm) of silica optical fibers.

The characteristic of these InP based photodetectors are superior to those of conventional
photodiodes composed of elemental Ge, which was the only material applicable for
wavelengths below 1.5 pm . By using a heterostructure, which had not been expected in
group IV elemental semiconductor such as Si and Ge, new concepts and new designs for
high-performance photodetectors have been developed. For example, the absorption region
can be confined to a limited layer, and the InP wide-bandgap layer can serve as a
transparent layer for specific communication wavelength. Recently InGaAs/InP avalanche
photodiodes (ADPs) with a SAM (separation of absorption and multiplication)
configuration have become commercially available.The SAM configuration is thought to be
necessary for high performance APD’s utilizing long wavelenghts.

Because photodiodes operate under reverse-bias, high quality semiconductor layers need to
be produced. To obtain photodiodes that operate at a low bias and have a dark current, it is
necessary to produce epitaxial layers that are pure and that have few effects (such as
dislocations, points defects and impurity precipitates).To get stable and uniform gain in
APDs, in which internal gain is achieved through the carrier avalanche process, the layers in
the avalanche region must be uniform and free of dislocations. Futthermore a planar device
structure requieres that a guardring be used to keep the electric field around the
photoreceptive area from increasing to much.

Fabrication and processing technologies such as impurity diffusion, ion implantation and
passivation will also play important role in the production of reliable photodetectors. The
photodiodes used in received circuits are required to traslate optical signals into electrical
signals faitfully and efficiently.

The reflectance and the internal quantum efficiency are determined the photodiode spectral
responsivity, which is the radiometric characteristic of interest in the fields where these
devices can be used for optical radiation measurements. It presents the experimental set up
for measuring the photodiode reflectance as well as the results of such measurements
related to InGaAs/InP-photodiodes exploited in international laboratories.

The obtained experimental results show that some models of photodiodes have got an anti-
reflecting coating on their sensitive facets and that reflectance does not change with varying
the light polarization state within the measurement uncertain, when the angles of incidence
are less that 7.4 °.

3. Applications of InP photodiodes

Future systems based on microwave and optics such as fiber optic radio communications
will require very high speed InP photodetectors able to work in the microwave or millimeter
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wave frequency range. It is well-known that PIN photodetectors limitations are due to
transit time and capacitance.

To increase their cut-off frequency, it is necessary to reduce transit time, so thickness of
absorbing layer, and capacitance. For top-illuminated PIN photodetectors, this will decrease
dramatically the responsivity of the photodetector, and theses detectors are generally used
up to around 20 GHz, as maximum bandwidth. For upper frequencies, the PIN waveguide
photodetector is an attractive device, since it is possible to reduce transit time without
decreasing responsivity, because of the absorbing core waveguide structure. Moreover, the
optical signal is absorbed over a short length (5-10 pm), and the device , so the capacitance,
can be very small. Recently, demonstrations with high responsivity up to 60 GHz at
Thomson LCR1 and even at higher millimeter wave frequencies2 were performed with
device grown on semi-insulating InP substrate. Microwave access is a coplanar line to
reduce parasitics, and the waveguide is a multimode structure to improve the optical
coupling with the optical fiber. Interdigitated Metal Semiconductor Metal (MSM)
photodetectors on AllnAs/GalnAs/InP epilayers were also subject to attention because of
their low capacitance.

Commercially available MSM (New Focus) were developed with 40 GHz cut-off
frequency. Nevertheless, as for PIN photodetectors, high speed MSM photodetectors
require thin absorbing layers together with short electrode spacing, so reduced
responsivity. Solution would be waveguide devices, or MSM coupled with optical
waveguide, but the technology is then more complicated, and the PIN waveguide
photodetector remains the best solution.

PIN photodiode (or MSM photodetector) does not exhibit internal gain. It is the reason
why heterojunction phototransistor (HPT) in the InP/InGaAs material system has been
studied for several years. HPTs could be a good alternative to top illuminated or edge-
coupled PIN photodiodes since they exhibit an internal gain owing to transistor effect,
without high bias voltage as required for avalanche photodiodes and without excess noise
due to avalanching. If we do not consider doping of epilayers, epitaxial structure of HPT
is very similar to the one of PIN waveguide photodiode. It means that waveguide
technique could also be interesting to apply to HPTs for microwave or millimeter wave
applications.

Photodiodes are semiconductor devices responsive to high energy particles and photons.
Photodiodes operate by absorption of photons or charged particles and generate a flow of
current in an external circuit, proportional to the incident power. Planar diffused silicon
photodiodes are P-N junction diodes. A P-N junction can be formed by diffusing either a P-
type impurity, such as Boron, into a N-type bulk or epitaxial silicon wafer, or a N-type
impurity, such as Phosphorus, into a P-type bulk or epitaxial wafer. The diffused area
defines the photodiode active area. To form an ohmic contact, another impurity diffusion
into the backside of the wafer is necessary. The active area is coated with an Anti-Reflection
coating to reduce the reflection of the light for a specific predefined wavelength. The P and
N-sides of the junction have metal pads, which make an electrical contact through dielectric
layers.

Due to the high absorption coefficient, the InGaAs absorption region is typically a few
micrometers thick. The thin absorption layer enables the device to obtain high speed at a
low reverse bias voltage, typically 2-5 volts. The InP window layer is transparent to 1.3pm -
1.55pm wavelengths, thus InGaAs/InP photodiodes do not have slow tail impulse response
associated with the slow diffusion component from the contact layer.
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4. Basic photodiode operation

Photodiodes operate under reverse vias to create a depleted region in which photogenerated
electron-hole pairs. In the figure 2 show a schematic cross section of a photodiode ( or
avalanche) with a p(+),(-)nn(+) structure. It also show the optical absorption, which is
subject to the absorption coefficient of the material for incident light and decreases
exponentially with increasing distance from the diode front p(+).

~.| PHOTOCARRIER
"< - GENERATION
B ||'-:7; e'(l.()()

1
I I
:_ DEPLETION REGION !

IMPACT PHOTOCARRIER
IONIZATION ' GENERATION

;<

ELECTRON ENERGY

A
FERMI-LEVEL
VALENCE BAND

DIFFUSION

(a) Cross sectional sketch of p(+), n(-), n(+) diode under reverse bias.

(b) Electric field distribution

(c) Energy band diagram

Fig. 2. Basic operation of a Photodiode.

In the Figure 2(b) and (c) show electric field distribution and the energy band diagram,
respectively. Most photocarriers are designed for use in the fully depleted n-region, so that

they have a high-speed response: Electrons and holes generated within the depletion region
are instantaneously separated by the elelectrical field and drift in the opposite direction,
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inducing a photocurrent in the external circuit. On the other hand, minority-carrier holes
excited within an average diffusion length in the undepleted n(+) region adjacent to the
depleted region diffuse into the edge of the depleted junction with some recombination and
are colleted across the high-field region, resulting in a diffusion photocurrent in the external
circuit. Diffusion photocurrent is generally characterized by its slow response to the optical
signal, since the speed of the response depends on the time it takes for the photogenerated
minority carriers to diffuse from where they are generated in the neutral undepleted region
into the edge of the depletion region.

The photodiode should therefore be designed in such a way that there is no optical
absorption in the undepleted neutral region. For the same reason, as well as to reduce the
recombination loss of photocarriers genereted in the P(+) region on the fron side of the
diode, the p(+) region must be as thin as possible.

When the electric field of photodiode is elevated to several hundreds of kilocolts per
centimeter by increasing reverse bias, as internal gain for a primary photocurrent can be
obtained. This gain is a result of the electron-hole pair creation is denominated avalanche
process, initiated by the photogenerated carriers, which creation is in turn governed by the
relation between the strenght of the electric field and the electron and hole impact ionization
rates of the material itself.

4.1 Basic InP PIN photodiodes

In making a simple planar structure the photodiode a double heterostructure consisting of
InGaAs/InP with a inP capping layer is grown, and this growth is followed by selective
impurity diffusion to form the p(+)n(-) junction. A window allowing light to pass through is
formed on the front ( the grown-layer superffice) or back surface of the InP substrate. The
back-illumination type is of a structure often used to obtain the low capacitance desirable for
high-speed operation.

A cross -sectional view of a front-illuminated planar structure InGaAs/InP - PIN
photodiode is show in the figure 3.

n-InP
n -InGaAs

1T n-InP
BUFFER

n-CONTACT n*-InP SUBSTRATE
p+-REGION

Fig. 3. Schematic cross section of a planar structure InP Photodiode.
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In the case of InP Photodiodes we need to check something important parameters for
example:

Receiver Sensitivity.

Response Speed.

Dark Current Reduction.

High Speed and high quantum efficiency.

Reduction of diode capacitance.

Large-ionization rate ratio materials for the avalanche layer.

me oo o

5. InP-photodetectors

At the present time, the InGaAs/InP-photodetectors from different manufactures have
rather low level of noise, a good uniformity of the surface response as well as a wide
dynamic range and linearity.

For these reasons they are exploited in the instruments for measuring optical radiation
within the near infrared (IR) range (800-1600 nm). Furthermore, the InGaAs/InP-
photodetectors are used for maintaining the scale of spectral responsitivity in the same
spectral range in many laboratories. It is presented this chapter devoted to studying the
reflectance of photodiodes from different manufactures.

For this reason, measuring the reflectance of photodiodes is presented in this chapter as a
preliminary step to finding the responsivity. The photodiode response depends on a set of
parameters inherent in the incident light like the spectral distribution, polarization,
modulation of frequency, angle of incidence, and radiant power.

Then, the response is determined by such characteristics of photodetector as the material
refraction index and the structure of diode as well as by some environmental factors, for
example, by the temperature.Photodiodes are semiconductor devices responsive to high
energy particles and photons. Photodiodes operate by absorption of photons or charged
particles and generate a flow of current in an external circuit, proportional to the incident
power. Planar diffused silicon photodiodes are P-N junction diodes. A P-N junction can be
formed by diffusing either a P-type impurity, such as Boron, into a N-type bulk or epitaxial
silicon wafer, or a N-type impurity, such as Phosphorus, into a P-type bulk or epitaxial
wafer. The diffused area defines the photodiode active area. To form an ohmic contact,
another impurity diffusion into the backside of the wafer is necessary. The active area is
coated with an Anti-Reflection coating to reduce the reflection of the light for a specific
predefined wavelength. The P and N-sides of the junction have metal pads, which make an
electrical contact through dielectric layers.

Due to the high absorption coefficient, the InGaAs absorption region is typically a few
micrometers thick. The thin absorption layer enables the device to obtain high speed at a
low reverse bias voltage, typically 2-5 volts. The InP window layer is transparent to 1.3pm -
1.55pm wavelengths, thus InGaAs/InP photodiodes do not have slow tail impulse response
associated with the slow diffusion component from the contact layer.

6. Experimental procedure

To realize our experiments related to measuring the reflectance of InGaAs/InP photodiodes
it have arranged the experimental set-up presented in Figure 4.
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3. Monochromator 9.12. Germantum detectors
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5 Stopper (Choper) exchanged with standart mirror BK47

Fig. 4. Experimental set-up for measuring the reflectance InGaAs/InP photodiodes

It has exploited an incandescence lamp is the source of white light imaged at the input slit of
the monochromator. This lamp was able to cover the spectral range from 800 to 1600 nm and
had appropriate blocking filters for second - order wavelengths. After the monochromator,
it had placed a linear polarizer and a beam splitter, which serves to monitor temporal
fluctuations of light power. A germanium photodiode was used as the monitoring reference
photodetector.

The experimental set-up included an optical system of mirrors, which consists of two parts.
An upper part (see mirror 7 and germanium photodiode 9) realized monitoring temporal
fluctuations of light power. A bottom part (see mirrors 8, 11; InGaAs/InP-photodiode 10,
and and germanium photodiode 12) formed an image of the monochromator’s exit slit on
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the sensitive surfaces of photodiodes. The angle of incidence was equal to 7.4 grades which
was accepted as the normal incidence in this train of measurements. The method of
measurement consists in comparing the response from a germanium photodiode to the
radiation reflected by the InGaAs/InP photodiode with the response from an aluminium
standard mirror whose reflectance is known, so that :

P (4) 1)

Here, I,(4)is the response to the light reflected by the InGaAs/InP, I,,(4) is the response
to the light reflected by the mirror, and p,,(4) is the reflectance of a standard mirror. With
this method it has measured the reflectance of photodiodes from different manufacturers.
One part of detectors had a round aperture of 5 mm in diameter and the other part had a
rectangular aperture of 8 x 8§ mm.

7. Analysis of reflectance

The grade of light polarization at the output the monochromator was different with varying
the wavelength, figure 5.2 illustrates spectral dependences of the reflectance, which had
been obtained from photodetectors belonging to three different manufacturers. In figures
5.2a and 5.2b that the reflectance of such detectors has a minimum in an area of 1000 - 1600
nm, and they both are related to a structure of layers providing maximal responses in the
spectral interval of mayor utility of these detectors in near IR optics communication. The
first photodiode, see Figure 5a, whose reflectance was minimized, is more efficient that the
second one, see figure 5b.

One can see that this plot presents the other spectrum of reflectance in figure 6, is associated
with a photodiode with rectangular aperture. In this case the reflectance has two minima at
1000 nm and 1600 nm, but the reflectance has a maximum between these minima. This
photodiode is older than previous ones, and it was produced by the other manufacturer.
One can remark that may be it was produced without good enough control, because the
structure of layers on the sensitive surface modifies the reflectance.

The spectrum of reflectance for photodiodes 1 and 4 is presents in figure 7 which belong to
the same manufacturer. The reflectance was measured with linearly polarized and non-
polarized lights, and these pair of measurements gives quite similar results. In fact, the
difference was equal to approximately 2%. The same results are depicted for the
photodiodes 2 and 5, by the second manufacturer. It is important that the results do not
depend on the polarization state of the incident light when the angle of incidence is smaller
10 angular degrees.

All spectrums of reflectance for photodiodes 1-6 is presents in the figure 9, with linearly
polarized and non polarized lights and is possible to see the different behavior of the
photodiodes in the near infrared wavelength.

In fact, in this chapter is studying the behavior of the photodetectors in the near infrared
with the linearly polarized and non polarized lights in the case of the polarized lights the
angle of incidence is smaller 10 angular degrees and is possible observed it doesn’t have
changes in the behavior of the reflectance.



An Absolute Radiometer Based on InP Photodiodes 13

0.25-

0.20-

Reflectance
o o
— —
S &

0.05-

0.00-
800 1000 1200 1400 1600
Wavelenght (nm)
(a)
0.18-
0.16] .
0.14- \
(0] i L}
O
@ 0.10- VA
) | \ / '. 7a\
™ 0.08-
0.06-
800 1000 1200 1400 1600
Wavelenght (nm)
(b)

Fig. 5. Detector with a round aperture with the diameter of 5 mm



14

Photodiodes - World Activities in 2011

0.36-

o
r

0.321
0.30-

Reflectance

0.28+
0.261

800 1000 1200 1400 1600
Wavelenght (nm)

Fig. 6. Detector with a rectangular aperture of 8 x 8mm

0.25+

0.20+

©c o

— —

o o
1 . 1

Reflectance

0.05-

0.00-

V‘ &

*
* o A% %
Rk

800 1000 1200 1400 1600
Wavelenght (nm)

Fig. 7. Spectrum of reflectance for photodiodes 1 and 4



An Absolute Radiometer Based on InP Photodiodes 15

0.18-

0.16- \
i

0.141

0.12- \/ :

0.10-
0.08. : / \

0.06

Reflectance

YN\ .

\_ ‘"/ \_/

800 1000 1200 1400 1600
Wavelenght (nm)

Fig. 8. Spectrum of reflectance of photodiodes 2 and 5.

0.35- 4\\
0.30- ! R R S
. \4 1/‘/ e
0.254
3 0.201
..g 1 V—V.
5 015_ \ 4
uq—) ] l
@ 0.10- \ \ A
/ \ v/'\
' v Iy
0.05-
E - \
0.00- T’

800 1000 1200 1400 1600
Wavelenght (nm)

Fig. 9. Spectrum of reflectance of photodiodes 1-6.



16 Photodiodes - World Activities in 2011

7.1 External quantum efficiency
It is obtained from the responsivity values according to the equation:

a( R ®

Where £, c and e are the usual physical constants and A is the wavelength. Values obtained
are presented in figure 10 for the same detectors as before. It can be clearly seen that the
oldest detector (POL) presents a lower external quantum efficiency than the other and that
detector GPD presents a higher external quantum efficiency than detector HAM, which
starts to decrease its quantum efficiency at a shorter wavelength.
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Fig. 10. Spectral external quantum efficiency from responsivity values.

7.2 Photodiode structure

Precise structure is not known. The assumed internal structure for photodiodes is shown in
figure 11. It is more than likely that detector POL has got a different structure.

Considering for the photodiodes the structure and refraction index values shown (figure 11
and 12), the reflectance can be fitted by using a multilayer model. Results obtained are
shown in figure 13, except for photodiode POL that gave a poorer result. The thickness
values obtained from the fit are shown in the table.
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Photodiode NSi InP (Zn) InGaAs
HAM 162.17nm 1203.35nm 1593.2nm
GPD 159.99nm 1200.54nm 1536.7nm

Table 1. The thickness values obtained of InP photodiodes.

7.3 Internal quantum efficiency
Internal quantum efficiency, e(l), is calculated as usual: e(l) = Q(l) / (1-r(l)). Values obtained
are shown in figure 13 and 14 for photodiodes HAM and GPD.
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Fig. 13. Internal quantum efficiency of photodiodes HAM experimental values (dots) and
fitted values according to the model shown below.
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Considering a structure as shown before and a simple model for the collection efficiency of
carriers in all regions given by a constant value, Pf,Jower than 1 in the first region, 1 in the
depletion region and Pb in the back region, and an “infinite” thickness for the diode, e(l) can

be calculated by:

£(4) = Pr(1-exp(-aT)) + exp(-aT) —exp(eT’) +exp(-a'T’) -

—exp(—a/'D’) —exp(-aD’) + exp(1 - P,)exp(-aD)

®)

Where T is the thickness at which collection efficiency becomes 1, T is the thickness at
which InGaAs region starts, D’ is the the thickness at which the InP (S) starts and D is the
thickness at which depletion region ends. By fitting the model to internal quantum

efficiency value, the following parameters are obtained for every photodiode.

photodiode Pf T T D’ D Pb
HAM 0 0.44 2.19 2.19 11.96 0.844
GPD 0 032 | 1.65 | 1.62 4351.16 0.960

Table 2. Parameters obtained by photodiode
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8. Conclusions

The reflectance was measured with linearly polarized and non-polarized lights, and these
pair of measurements gives quite similar results. In fact, the difference was equal to
approximately 2%. The same results are depicted for the photodiodes 2 and 5, by the second
manufacturer. It is important that the results do not depend on the polarization state of the
incident light when the angle of incidence is smaller 10 angular degrees.

In fact in this thesis it are studying the behavior of the photodetectors in the near infrared
with the linearly polarized and non polarized lights in the case of the polarized lights the
angle of incidence is smaller 10 angular degrees and is possible observed it don’t have
changes in the behavior of the reflectance.

Reflectance fittinis better for HAM than for GPD. Perhaps the structure model needs some
refinement. Internal Quantum Efficiency fitting is not very good at the elbow region. The
InP photodiodes’ reflectance can be modeled by using a layered optical system having got a
first transparent layer and three absorbing ones.

InP photodiodes’ internal quantum efficiency can be adequately modeled by a three region
structure, where the charge collection efficiency is constant in the two first regions and
variable in the last one.
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1. Introduction

The reach-through effect representing close up the space charge regions of two adjacent
oppositely biased junctions leads to a sharp exponential increase in current from the bias
voltage (Sze et al., 1971). Therefore, this effect was originally found in transistor structures
was undesirable. But in the further development of electronics, this effect has found many
applications in electronic devices. For example, in barrier injection transit-time diodes as dc-
current bias (Chu & Sze, 1973; Coleman & Sze, 1971; Presting et al., 1994), in static induction
transistors as an extra advantageous current to increase the transconductance of the
transistor (Nishizawa & Yamamoto, 1978), in low-voltage transient voltage suppressors as a
clamp device (de Cogan, 1977; King et al., 1996; Urresti et al., 2005), in JFET optical detectors
as a reset mechanism (Shannon & Lohstroh, 1974, as cited in Lohstroh et al., 1981), in IGFET
tetrodes as a modulated current flow (Richman, 1969, as cited in Lohstroh et al., 1981), in
punch-through insulated gate bipolar transistors (Iwamoto et al., 2002), in gate-field-
controlled barrier-injection transit-time transistors and in light injection-controlled punch-
through transistors (Esener & Lee, 1985).

Due to the predominance the diffusion processes in structures with reach-through effect
(Lohstroh et al., 1981; Sze et al., 1971) characters of the generation-recombination processes in
the space charge regions in these structures, as well as non-stationary processes caused by
extraction of the majority carriers and formation of the uncompensated space charge in the
base layer are still remain unexplored. To prevent the diffusion processes three-barrier
structure was developed, in which the flow of both types of carriers in the structure is limited
by rather high potential barriers (Karimov, 1991, 1994, 2002). This allowed us to research in
such structures the generation-recombination processes in the space charge regions after
reach-through, as well as the influence of illumination on these processes. In these structures is
found the internal photocurrent gain (Karimov & Karimova, 2003; Karimov & Yodgorova,
2010), which can not be associated with an avalanche or injection processes. Thus, this section
is devoted to disclosing the mechanisms of charge transport and the nature of the internal
photocurrent gain in multibarrier reach-through-photodiode structures.

In this section, is given a brief overview of multibarrier photodiode structures, as well as the
results of a comprehensive research of the dark and light characteristics of multibarrier reach-
through-photodiode structures. On the basis of which is proposed model, which explains the
mechanism of charge transport and internal photocurrent gain, as well as some future trends.
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2. An overview of multibarrier photodiode structures

The sensitivity and the bandwidth of the photodetector is critical to the overall performance
of the receiver. A higher sensitivity translates into a longer distance possible between the
last repeater and the receiver, without loss of data. The bandwidth of the photodetector will
define the overall upper bandwidth limit of the receiver. There are two major types of the
photodetector used in the telecommunication systems today - a p-i-n photodiode and an
avalanche photodiode. The sensitivity of the p-i-n photodiode by itself is often too low for
long-haul applications, typically, as the bandwidth is increased, the sensitivity is decreased.
The alternative to the p-i-n photodiode, the avalanche photodiode, improves the sensitivity
of the p-i-n photodiode by an additional section of the chip (section with high enough
electric field for the formation of the avalanche multiplication) that provides gain.
Depending on the gain of the device the sensitivity can be varied over a few dB without
severe penalty in the bandwidth of the device. However, there is an additional noise
associated with the gain section of the device which will impact receiver sensitivity. Also, at
high gains, the device bandwidth will be limited by the gain-bandwidth product (a typical
value of this product is 100 GHz). A typical operating current gain of the gain section of the
device is 3 to 10 without penalty in the device bandwidth. In this rang the device is usually
RC-limited. One of the first multibarrier structures with internal photocurrent gain is a
bipolar phototransistor (Campbell, 1982). A phototransistor can have high gain through the
internal bipolar-transistor action, which was significantly improved by utilizing a wide-gap
emitter (Chand et al., 1985), or by utilizing punch-through transistors (Esener & Lee, 1985).
It should be noted that the inherent to transistors large areas degrades their high-frequency
performance.

Semiconductor device with two metal-semiconductor rectifying junctions can also be
attributed to multibarrier photodiode structures (Sugeta & Urisu, 1979). In these structures,
high performance is ensured by non injecting metal-semiconductor junctions and low
capacitance of planar barriers. Non injecting nature of the metal-semiconductor junction
suppresses internal photocurrent gain. Presence of the carrier injection in one of the
junctions allowed one to obtain photocurrent gain for low-frequency range. Internal
photocurrent gain in the high-frequencies has been achieved only when avalanche
multiplication is present. However, in case of variation of the parameters of the potential
barriers may cause some amplification of the primary photocurrent. The mechanism of the
observed internal photocurrent gain can be attributed to the formation of a nonuniform
electric field distribution and the separation of light-generated carriers near the anode with
simultaneous additional emission of electrons from the cathode (Klingenstein et al., 1994).
However, the use of series-connected heterojunctions and metal-semiconductor junctions
allows one to control the spectral range of responsivity.

Series connection of the three barriers to longer enough short base layers allows one to
obtain the internal photocurrent gain as a photothyristor. However, it is having the S-
shaped current-voltage characteristic leads to instability of its parameters, and therefore can
only be used as an optical switch. By serial connection of the p-n-junction with a high
resistive long-base layer were obtained the injection-based photodiodes whose
characteristics are similar to photothyristor characteristics (Vikulin et al., 2008). At the same
time these photodiodes are had sufficient internal gain in the prebreakdown region, but
decreased high-frequency performance.

Thus, in most multibarrier photodiode structures are inconsistent the high-frequency
performance and the photosensitivity, i. e. there is a competitive relationship between them,
which leads to the constancy of their product. In this aspect, it would be appropriate to
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create a new class of multibarrier photodiode structures that is an alternative to avalanche
photodiodes and field phototransistors.

3. Three-barrier reach-through-photodiode structure

Investigated a three-barrier reach-through-photodiode structures on basis of gallium
arsenide were produced on base of technology for obtaining abrupt p-n-junctions from
epitaxial homolayer or heterolayer p(n)-type which was growth from a liquid phase on
substrate n(p)-type (we used a substrates doped with shallow or deep impurities). The
carrier concentration in the grown epi-layer (with thickness 1-2 microns) was 5-7-1015 cm-3
and in the substrate 1-9-101> cm3. By evaporation in a vacuum of the translucent layers Ag
(70 A) on both surfaces of structure were obtained rectifying junctions (in some samples to
obtain the barrier was used Au). Height of potential barriers were measured by a
photoelectric method are 0.6-0.8 eV and are determined by fixing the Fermi level on surface
states. As a result, were made three barrier m;-p-n-my-structures with an area of 2-25 mm?,
in which mi-p- and n-mp-junctions are physically connected in series, and p-n-junction
opposite. Due to the existence of a blocking junction at any bias polarity these structures are
able to operate at both polarities of the bias voltage and a double-sided sensitive, i. e., the
photocurrent can be taken under illumination from either side of structure. The total
capacitance of the structure is close to the value determined by the geometric size of the
entire structure and is about 0.2-0.5 pF/mm2.

The proposed structure is similar to a thyristor, but differs from it in the larger thickness of
one of the base regions (the thickness of the n-region is equal to 350 microns), while in the
thyristor three barriers are separated by two base regions with a thickness, which is in one
order with the diffusion length of minority carriers (Sze & Kwok, 2007). In this case, the
smaller thickness of other base region contributes to close up the space charge regions of
adjacent junctions before the onset of avalanche multiplication.

4. The dark characteristics

Investigated mjp-p-n-ms-structure in the initial bias voltages has typical current-voltage
characteristics for a structure with three successively connected barriers (i. e. the current
transport is determined by the reverse-biased junctions and in the case of the generation
mechanism the dependence is a power law with an index equal to 0.5), which are then in
voltages above a certain voltage (U,) changed to a linear dependence as resistors, Fig. 1. In
this case, the resistance was determined from the slope of current-voltage characteristics is
several orders of magnitude higher than determined by resistivity and the geometric sizes of
the base regions, which indicates the existence of potential barriers in the modified
structure. However, the observed linear character of current-voltage dependence can not be
explained within the existing theories of the barriers.

The observed behaviors of the current-voltage characteristics are associated with the effects
taking place in a three-barrier structure when the voltage is increased beyond the reach-
through voltage. As is well known for reach-through-structures charge transport through
these structures is determined by the minority carriers (in our case electrons) that are
emerging from the forward-biased junction. However, in the m;-p-n-ms-structure the metal-
semiconductor barriers restrict the flow of these carriers. Thus, in a three-barrier reach-
through-structures the current density through the structure after the reach-through is
determined by double-sided thermal electron emission, i. e. the flow of holes is limited by
the left barrier, while the flow of electrons is limited by the right barrier.
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Fig. 1. Measured I-V characteristics of the three barrier structure at opposite bias polarities:
1 - (+)m-p-n-m(-); 2 - (-)m-p-n-m(+); y - power index in I ~ V.

In case of forward biased p-n-junction in the initial bias voltages the space charge regions of
the metal-p and p-n-junctions are closed up which is caused by sufficiently thin base-layer.
In the further increase of bias voltage the energy bands of the p-n-junction tend to become
flat, which leads to a significant increase in current density of electrons from the n-region,
Fig. 2. According to the research (Sze et al., 1971), the current density of electrons from the
n-region is defined by:

1)
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It should be noted that the current density of electrons incoming to the n-region is limited by
the potential barrier of the n-metal-junction:
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Therefore, in the n-region adjacent to the p-n-junction there is a strong depletion of the
major carriers, which leads to the formation of an uncompensated positive space charge of
ionized donors, which in turn attracts electrons from the nearby area leading to the
formation of new uncompensated positive space charges, which contributes to the further
development of non-stationary processes in n-region. These processes will continue until the
establishment of equilibrium between the currents of electrons emerging from the n-region
and incoming to the n-region. The required reduction in current density of electrons
emerging from the n-region is given by the decreasing of equilibrium concentration of
electrons in the n-region, which, while maintaining electrical neutrality of structure becomes
possible when the donors go to the neutral state. The conductivity of the n-region becomes
close to intrinsic conductivity, which leads to an increase in its resistivity and an increase in
the incident in this area bias voltage. As a result, the current-voltage characteristic of the
structure becomes close to linear. The degree of depletion of the n-region and thus its
resistivity determines by the current density of electrons through the n-metal junction:
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Rn—regiun = f(]':/:lin) (3)

In case of reverse biased p-n-junction in the initial part of the current-voltage characteristics
the dependence is a power law with an index equal to 0.5, which is due to the predominance
of the generation processes in the space charge region of reverse biased junction. Above a
reach-through voltage the energy bands of the metal-p-junction tend to become flat, which
leads to a significant increase in current density of holess from the p-region, which leads to
the formation of an uncompensated negative space charge of ionized acceptors. Field of
space charge reduces the built-in potential of the n-metal-junction, leading to an increase in
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Fig. 2. Energy band diagram of a three barrier structure at bias polarity (+)m-p-n-m(-) after
reach-through.

current density of electrons overcoming the barrier of n-metal while the current density of
electrons incoming to the n-region is limited by barrier metal-p. As a result, just as in the
above case, we have depleted n-region. Thus, the current-voltage characteristic of the
structure is changed to a linear one. The degree of depletion of the n-region and thus its
resistivity in this case are determined by current density of electrons through a metal-p:

Rn—n’gian = f(jzl_p) (4)

Thus, for both polarities the current transport is determined by an identical mechanism. Due
to the fact that the barrier height of metal-p-junction is greater than the barrier of n-metal-
junction resistance of the structure in the mode of blocking of the p-n-junction is of greater
than another mode.

Temperature dependence of the resistance of the structure in the linear region in both modes
is described by the function (Fig. 3.)

ReT o exp(f() ®)

As noted above the current flowing through the structure is determined by the resistance of
the depleted n-region, which in turn depends on the intrinsic carrier concentration in this
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region and current density of electrons through the n-metal- (or metal-p-) junction, which
explains the existence of two linear regions with different slopes in this relationship.
Activation energy determined from these slopes at low temperatures corresponds to the
energy band gap, and at high temperatures to the potential barrier’s height. Accordingly,
the change in slope with increasing the temperature is caused by prevalence of the
thermionic electron current through the metal-semiconductor junction for high
temperatures.
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Fig. 3. The resistance of the three barrier structure as a function of temperature at opposite
bias polarities in linear region of I-V characteristics: 1 - (+)m-p-n-m(-); 2 - (-)m-p-n-m(+)

Temperature coefficient of voltage break point of the current-voltage characteristic has a
negative value with a coefficient of -0.098 V/K, so we can assume that the break point is
uniquely determined by the reach-through of adjacent junctions of the structure.

Thus, despite the fact that the structure contains a number of series-connected barriers at
voltages higher than a reach-through voltage its current-voltage characteristic becomes
linear.

5. Light characteristics

Consideration of the structures in the photovoltaic mode, showed that in structure is
generated the photo-EMF. The dependence of short circuit current on the intensity of light is
nearly linear. Load characteristics in accordance with the current-voltage characteristics are
linear, which leads to increased half-width of the maximum output power.

Light characteristics taken from the integral lighting (incandescent lamp) at 100 lux are
shown in Fig. 4. In this figure solid line represents the data of the reference photodiode
(single-barrier p-n-photodiode) without internal gain. For the researched structures at both
polarities of the bias the photocurrent increases with bias voltage to much greater values
than in the reference photodiode indicating the presence of internal photoelectric gain. In
the reverse-biased p-n-junction at low voltages is taken a tendency to saturation of the
photocurrent, as in conventional photodiode without amplification, but when the voltage is
increased beyond the reach-through voltage the photocurrent begins steady with voltage.
Curves of light characteristics in case of forward-biased p-n-junction under illumination by
side of the p-type layer with increasing light intensity move in parallel toward higher
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currents. This can be explained by the fact that from the light emission increases the current
density of electrons to the depleted n-region through the n-metal-junction, which leads to a
decrease in the degree of depletion and resistance of this region
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Fig. 4. Photocurrents of the three barrier structure and reference photodiode as a function of
bias voltage at opposite bias polarities: 1 - (+)m-p-n-m(-); 2 - (-)m-p-n-m(+)

It is known that the light with energy in the region ¢ <hv <E,, which is absorbed in the
metal and excites photoemission of electrons from this metal is not absorbed in the bulk of
the semiconductor, so changing the illuminated area does not affect the sensitivity of the
photodiode.

Analysis of the spectral response of the three-barrier reach-throuch-structure (Fig. 5.) shows
that in the both polarities of the bias and regardless from the illuminated surface (top or
bottom surface) the photosensitivity is higher when the absorbed light excites
photoemission of electrons from the metal than the case when the absorbed light excites
intrinsic photogeneration. This agrees well above given mechanism of photosensitivity and
due to the fact that the resistance of the depleted n-region is determined only by the current
density through the metal-semiconductor junction.

It should be noted that in all the structures external quantum efficiency was greater than
unity and indicates the presence of internal gain in these structures. In this case, the
observed internal photocurrent gain in the structures does not fit into the framework of the
avalanche and the transistor (injection) effects.

6. Mechanism of the internal photocurrent gain

The mechanism of charge transport, depending on the polarity of the operating voltage
practically does not differ, which leads to the identity of the internal photocurrent gain in
both modes, so we restrict ourselves to the case for direct mode, i. e. forward-biased p-n-
junction mode.
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In the forward-bias p-n-junction mode because of the narrowness of the p-region metal-p
junction and p-n-junction interlock quickly, which leads to an exponential increase in
current density of electrons from the n-region with the approach of the bias voltage to flat-
band voltage. In this case, the current density in the n-region is limited to the saturation
current density of n-metal junction. Since j7 " >> j"™" , the n-region is depleted of electrons,
which leads to an increase in resistance of this region. Depletion of electrons continues until
the current density of electrons emerging from the n-region decreases did not reach a
current density of electrons incoming to the n-region. Thus, the degree of depletion is
determined by current density of electrons incoming to the n-region.
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Fig. 5. Spectral response of the three barrier structure at opposite bias polarities and
different bias voltages: a) (+)m-p-n-m(-); b) (-)m-p-n-m(+)

Thus, the structure represents a resistance whose value is controlled by a current density of
n-metal junction, that is, by nature, similar to the FET, but is controlled by current density.
Due to the fact that the intensity of light radiation directly controls the current density,
which in turn controls the resistance of the structure, this structure has the internal
photoelectric gain.

7. Structures with a heterojunction

Performing a three-barrier photodiode structure based heterojunction allows one to control
its spectral respons: take a selective sensitivity or enhance the optical range, in the long or
short waves. Increasing energy band gap of the base region can cover the short-wave part of
the spectrum, while reducing the energy band gap of p-type region can reduce the
sensitivity to shorter wavelengths until the completion of the selective sensitivity is
determined by the potential barrier of n-metal. Reducing the potential barrier height of n-
metal can expand the optical range to longer wavelengths.
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In the case of a three-barrier photodiode Au-nAlp1GagoAs-pGaAs-Ag-structure of the
current transport mechanism similar to the mechanism of homojunction structure, with the
difference that on case of reverse biased n-p-heterojunction with increasing voltage the
current dependence is changed from the linear to quadratic, which can be explained by the
mechanism of space-charge-limited current transport mechanism. Therefore, in this mode
include not observed internal photocurrent gain. However, in a case of forward biased
heterojunction the structure has the internal photoelectric gain (Fig. 6.), the magnitude of
which increases with both increasing the operating voltage and intensity of light. The
dependence of photocurrent on light intensity becomes superlinear character.

Spectral characteristics have also shown that the quantum efficiency in a direct displacement
of n-p-heterojunction regardless of the surface to be illuminated in a broad spectral range
from 0.95 to 1.3 eV (0.8 to 1.6 microns) unchanged, Fig. 7. By increasing the applied voltage
to 65 volts at a radiation power of 0.2 mW/cm?, the quantum efficiency of the structure
increases to 2.77, i. e. there is an internal photoelectric gain.
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Fig. 6. Photocurrent of the three barrier structure with heterojunction as a function of bias
voltage

As noted above, in the structures long base region is depleted of majority carriers and the
impurity goes into a neutral state. To verify this situation have been investigated with the
basic structure of the area containing deep impurity levels of oxygen. In this case, the
compositions heterolayers and metals were chosen so that the height of the barriers have
similar values and do not affect the current transport mechanism, and allowed us to
determine the influence of deep impurity. In Au-pAlesGaoolngosAs-nGaAs:O-Ag-structure
for both polarities of bias the current-voltage characteristics, spectral response and
capacitance-voltage characteristics were identical. Spectral characteristics when excited by
heterolayer show that the maximum photocurrent due to excitation of carriers from metal
with a characteristic tail of the excitation of carriers from deep levels of oxygen, Fig. 8.
Raising the temperature leads to a broadening of the spectral characteristics of a clear
manifestation of the photocurrent in the impurity region of the spectrum caused by oxygen
levels (Fig. 9.), and for a given temperature increase of confining the illuminated metal-
semiconductor junction bias voltage leads to a simultaneous increase in the photocurrent
spectrum in the whole range with simultaneous spectral broadening.
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Fig. 7. Spectral response of the three barrier structure with heterojunction at different bias
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Fig. 8. Normalized spectral response of the three barrier structure with deep impurity levels
of oxygen at different bias voltages and in bias polarity (+)m-p-n-m(-)
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8. Some perspectives of multibarrier photodiode structures

Multibarrier photodiode structure with an appropriate choice of design parameters may
provide a basis to create new structures with improved properties that are of interest for
micro and optoelectronics.

Low-capacitance current-controlled transistor can be created can be created by forming a
planar rectifying and ohmic contacts to the surface of a thick n-type region of the m;-p-n-
structure. The result will be my-p-n-my-structure with an ohmic contact to the base n-type
region. Capacitance of the structure will be determined by the geometric dimensions of the
structure. It creates a voltage forward bias p-n-junction is applied to the electrodes of the
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potential barriers, and input to the ohmic contact and the contact potential barrier. By
analogy with the field-effect transistor contact potential barrier, one might say, carry out the
role of the drain and source, an ohmic contact - the role of the gate. However, in contrast to
the FET output characteristics are controlled by the current of the gate. In the absence of the
input signal through the structure is minimal and determined by the resistance base and
lockable metal-semiconductor interface.
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Fig. 9. Normalized spectral response of the three barrier structure with deep impurity levels
of oxygen at different temperatures and in bias polarity (+)m-p-n-m(-) at 2 V.

Small change in the gate current, i.e. in the current flowing through the barrier n-m; leads to
a stronger change in the total current through the structure. At the same time the output
characteristics are obtained with characteristics similar to the static induction transistor.

In another embodiment, instead of the potential barrier is proposed to form a semiconductor
n-p-junction. As a result multibarrier photodiode will be an mi-p-n-p structure with an
ohmic contact to n-base. The operating mode will create a voltage applied to the contacts of
the barrier and the p-contact area. Useful signal will be fed to the resistance connected to the
base and the p-region, or as a signal required for the gain can be a light signal fed to the n-p-
junction, where you will create short-circuit current is proportional to the intensity of the
radiation. As a result, the output is the amplified signal, ie, the proposed structure will have
multibarrier reinforcing properties.

Highly sensitive photodetector can be created by the serial connection m-p-n-structure to p-
n-junction. The result is a four barrier m-p-n-p-n-structure including a three-barrier m-p-n-p
and bipolar n-p-n-structure. Operating voltage is applied to the external contacts m; and n-
type region with a positive polarity to the contact potential barrier. In the dark current
through the structure is determined by the electronic component of the collector p-n-
junction, where the electrons have a significant barrier. Under illumination of the collector
junction is created that matches the sign of the photocurrent to the dark current and
summed. Coefficient of internal photoelectric amplification will consist of works of the gain
on the part of a three-barrier transistor gain.
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Multibarrier photodiode structures are sensitive to impurity and intrinsic emission can be
created by the formation of a nonuniform distribution of deep impurities in a long base n-
region in m-p-n-structure. The structure is a thin stripe of p and a thick n-type lightly doped
layer (300 microns), which create internal barriers without illumination, did not exceed a
few kT. However, if covering own light barrier height can prevail kT, leading to a reduction
in current through the structure. When excited by light in the impurity region through the
structure will increase.

9. Conclusion

In multibarrier mpnm-photodiode structures with the effect of closure of adjacent
oppositely biased junctions, the mechanism of charge transport is determined by the
depletion of the major carriers in the base, leading to the development of transitional
processes in n-type region with the subsequent transition to a neutral donor state. The
degree of depletion n-region and its specific resistance are determined by current density of
electrons emerging from semiconductor-metal junction; the dependence of current on
voltage obeys a power law with an exponent close to unity and is due by the day the main
part of the external voltage on the depleted n-region.

Determining the noise and frequency properties of photodiode structures low capacitance
and dark current distinguishes multibarrier structure compared with other types of
detectors.

Performing a three-barrier photodiode structure based heterojunction allows you to control
its spectral range, a selective sensitivity and enhance the optical range, in the long or short
waves. Reducing the height of the barrier metal-semiconductor optical range can be
extended to longer wavelengths.

In multibarrier photodiode structures of the internal photoelectric amplification controlled
operating voltage and an order of magnitude more sensitive unijunction diode photodiode.
For their work does not require any cooling at room temperature provides the required
operating modes defined spectral regions (0.9 microns, 1.3 microns, 1.5 microns) with low
values of capacitance of the order 0,2-0.5 pF/mm?2. In this case, the dark current for a voltage
of 100 V was 40-100 nA. Internal photoelectric amplification of photocurrent is provided
from the outset the applied voltage, ie, they possess sufficient sensitivity to record from low
supply voltages (5 V). Due to the high input resistance are easily switched with the field-
effect transistors and integrated circuits.

Thus, in the above material is presented original experimental data on the principles of
creating improved multibarrier photodiode structures, some features of their photoelectric
characteristics when exposed to light and heat radiation, the results of the analysis of
processes of charge transport and photocurrent gain.
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1. Introduction

Photon cannot keep itself unchanged from emission to absorption. The information encoded
on the photon is also changed due to interaction with environments. There has no definitely
demonstration that the photon absorbed is the original one from ideal light source since the
quantum mechanics itself is an indeterminate theory that the physical measurement is only
the probability. Any operation on photon before detector involves unavoidably loss that
means a quantum permutation with environments. Although a photon is detected with
same energy the phase uncertainty exists. Section 2 describes the single photon sources and
the questions about the conception of photons. The third section describes the quantization
of electromagetic fields that makes the basis of the Fork states in that the number of the
photon is considered. In Section 4, the representation of the photon in space is described by
a complete set of eigenfunctions which represent the fundamental modes with different
eigen values. Concept of optical modes is a result of quantization of electromagnetic fields.
Optical modes can be occupied by photons in different way in comparison with levels in
atomic system in which Coulomb interaction considered. Bunching and anti-bunching are
considered as the fundamental properties of the optical modes in Section 5. Based on these
theories, several applications are considered. Directional emission of single photons is
considered in Section 6, study on single photon detectors is presented in Section 7,
multipartite entanglement and its application in quantum key distribution is introduced in
Section 8. The fluctuation in vacuum, dephase and decoherent are considered in Section 9.
General consideration of reconstructions of photons including coherent combination and
interfere coherently, resonant-enhanced density of photons are put in the last Section. Here
in this chapter photons are considered as field quantum theory instead of that quantum field
theory. Photons consist of mode fields which are quantized.

2. Sources of single photons

The concept of Photon has important contribution to the foundation of quantum mechanics
which can be seen in any textbook of quantum mechanics (Greiner, 2001). The "particles" of
light are called quanta of light or photons which are recognized to have wave-particle
duality, a typical feature of a quantum system. The concept of photon was soon
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demonstrated by photoelectric effect. This effect was interpreted by Einstein with his
famous formula

E=n(o-o,)=h(v-v,) )

where E is a discrete quanta of light with energy of 7w, the Planck's constant h =2n# . The
quantized energy was soon demonstrated with many experiments, including the Compton
effects, the Ritz Combination principle, the Franck-Hertz experiment, etc.

Photons are ideal for quantum information applications due to its high transmission speed
and easy to be coded with quantum information.

Single photons and entangled photon pairs are important for quantum information. Single
photons are usually used in quantum key distribution (QKD) system as quantum
information carriers to ensure the security of a key distribution system based on quantum
mechanics principles (Gisin et al., 2002). The quantum mechanics assured that a single
photon can not be divided and a single photon can not be cloned either (Wootters & Zurek,
1982). Furthermore, a single measurement is not enough for determining the quantum state
with certainty, any measurement provides only the probability if the state is unknown and
the original state changed after measurement and can never be recovered again. Therefore
study on generation and detection of single photons is extremely important.

Light sources are everywhere. But real single photon sources are facing technical challenges.
Among many methods to provide single photons, three kinds of single photon sources have
attracted much attention: the faint optical pulses, spontaneous down conversion photon
pairs and quantum dot.

2.1 Faint laser pulses

In practice, the single photons are usually produced by precisely controlled attenuation of
laser pulses to a very weak level and assume at that level the photon follow Poisson
distribution.

P =toe @
n!

where, P, are the probability of the pulse containing n photons with mean photon number
of p (Walls & Milburn, 1994). The probability of containing more than one photon in faint
pulses can be made arbitrarily small. For example, with mean photon number of 0.1 as quite
usual, there is only 5% of the nonempty pulses contain photons more than one, most of the
nonempty pulses contain only single photon. These single photon sources are pseudo-
single-photons or correctly called faint laser pulses.

2.2 Down-conversion photon pairs

Single photon generators using correlated photon pairs generated by the spontaneous
parametric down-conversion are widely reported (Mason et al., 2002; Migdall et al., 2002;
Pittman et al., 2002; Walton et al., 2001). In particular, a periodically poled lithium niobate
waveguide has high probability for generation of photon pairs at 1550 nm (Tanzilli et al.,
2001; Yoshizawa et al., 2003; Mori et al., 2004). A photon pairs includes a signal photon and
an idler photon correlated in time. Therefore the detection of idler photon can be used to
control an optical switch so that the signal photon can surely emit in time. However, the
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number distribution of the photon pairs follows also Poissonian statistics. A photon number
resolving detector is needed for idler photon if single photon emitting should be guaranteed
as required in quantum information applications. Photon number resolving detection faces
also technical challenges although several kinds of photon number resolving detectors have
been reported, they still far from commercially available (Kardyna et al., 2007; Miller et al.,
2003).

2.3 Single quantum dot emission

In theoretical consideration, single photons should come from a single transition between
two single state levels by one electron in single quantum cavity, such as single atom,
quantum dot, etc. It might be properly called "turn style" or "photon gun".

A single photon generation using semiconductor quantum dot has been reported (Santori et
al., 2001). Electrically driven single-photon source has been demonstrated experimentally
(Zhiliang Yuan et al, 2002). In their experiments, at low injection currents, the dot
electroluminescence spectrum reveals a single sharp line due to single exciton
recombination (one electron and one hole within a quantum dot), while another line due to
the biexciton emerges at higher currents. The second order correlation function of the diode
demonstrated anti-bunching under a continuous drive current with Hanbury-Brown and
Twiss arrangement (Hanbury-Brown & Twiss, 1956). But the efficiency of collecting the
emitted photons is low since the emission from single point diverges in all directions. The
reported collection efficiency is about 0.014, and the emitting photons are not at the
communication wavelengths. Furthermore, the device emitting single photons with
quantum dot is technically complex so that the faint laser pulses are considered as practical
single photon sources (Zbinden, 2002).

Optical patch antenna has been proposed for directional emission of single photons and
experimentally demonstrated (Esteban et al., 2010; Curto et al., 2010). In their experiment, a
single quantum dot emitter is coupled to a nanofabricated Yagi-Uda antenna that resulting
quantum-dot luminescence is strongly polarized and highly directed into the high-index
glass substrate. Questions are how is the photons reformed or reconstructed so that the
divergence changed?

In practical application, the quantum state of a photon is formed by encoding phase
information on part of the photon and then recombining the partite so that can be detected
at a specified detector (Muller et al. 1997 & Hughes et al., 2000). That means a dividable
photon.

2.4 Questionable properties of the single photon

The single photon emitting from single quantum dot can be predicted by the spectrum of
the luminescence where only one spectrum line from single exciton exists. The single exciton
contains only one electron and one hole so that their recombination can only emit one
photon. The results of Hanbury-Brown and Twiss measurement indeed demonstrated no
two photons emitted at the same time. However, it can be considered as due to Pauli
principle of Fermion, can not be taken as a demonstration of photon antibunching.

The collection efficiency of the single photons needs to be explained. Even the collection
efficiency has been increased to about 80%, what is the mean of loss in the photon
collection? Is part of the photon lost or the collection is only complete photons but with very
low probability. How to increase the efficiency of collecting photons?
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There once more appear the conceptual and philosophical problems of quantum mechanics.
There is not clear that if the photons are robust enough so that the collection operation
obtains single complete photons by probability, or each of the single photons has lost part of
their energy and the detected single photon is somehow reconstructed that is follow the
measurement theory developed by Niels Bohr and his colleagues in Copenhagen, saying
that it is impossible to separate the quantum mechanical system from the measuring
apparatus.

Same question about transmission loss appears: is there exist some single photons they are
robust enough until being detected, that the transmission loss of the photons should be
quantized based on single photon or all the single photon loses part of their energy
gradually until too weak to be detected. The photon has been encoded to an eigen-state so
that it should be definitely detected in according to the protocol. The practical results are
that the loss increased with transmission distance, and the error bit rate increased also with
the transmission distance. For example, in a report, bit error rate of 2.3% with
communication distance of 15 km rises to 4.1% with distance of 65 km (Namekata et al.,
2007). This phenomenon can not be simply explained only due to detectors detected more
empty pulses after more photon lost in longer transmission distance. This is due to an effect
well known as dephase that the transmission photon interaction with environment or
quantum permutation. The photon lost part of its energy and combined with equal part of
energy with phase unknown from vacuum fluctuation. In fact, there has not definitely been
demonstrated that the absorbed photon at the detector is exactly the original one.

Many experiments show that photons are sensitive to environment and the absorption at the
detector is a complex process. Many experiments show also that photon emission and
absorption usually contain multi-photon interaction, especially in nonlinear process. For
example, photons with higher energy down converted to Twin photons in form of entangled
states (Neves et al., 2005). Multi-photon absorption has been successfully used for imaging
with high resolution and micro-fabrication (Yi et al., 2004). Photons being scattered to
emitting a photon in different wavelength such as Raman scattering or Stockes scattering are
well-known optical phenomena and extensively been used. For example, single-shot
measurement of revival structures of molecules by sequential stimulated Raman transition
(Zumuth et al., 2005). Photon emission and absorption are usually in company with the
emission or absorption of phonons, for example, photo-acoustic topography has been
successfully used for imaging of nanoparticle-containing object (Zh. Yuan, 2005). Multi-
photon absorption has been taken as nonlinear phenomenon. The theoretical calculation of
three photon absorption is quite agreed with the experiments (Cronstrond & Jansik, 2004).
Photons are too fragile to be trapped to be study. Nevertheless, the structure of the photon
has been considered by Gong Zutong in 1980. a English version of his paper (Gong, 1999)
was published for his centennial, but his ideal was from even earlier study in 1933 and
based on the elementary quantum theory (Chao, 1933). A photon was thought to consist of a
positive and a negative photinos so that can explain many properties of the photon.

The nature of the photon has attracted much attention in recent years. A special issue of
Optics & Photonics was published named "The nature of Light: What is a photon?" in which
six feature papers are included (Roychoudhuri & Roy, 2003).

In the field of quantum information including quantum communication and quantum
computation, photons are ideal information carriers that they can be easily coded into
different quantum state and transmit a long distance. The most serous problems of the
quantum information transmission and processing are due to the dephase and/or
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depolarization that result in quantum bit error rate of more than a few percent in
comparison with classical communication where the bit error rate has decreased to less than
10. The quantum bit error rate has its special physical origin and need to be studied in
more detail. The preparation, transmission and detection of quantum states of the photons
in the quantum information system with high fidelity are essential (Combes &Torner, 2005;
Torres & Torner, 2005; Eiseman et al. 2004).

A concept of reconstruction of photons is introduced in this chapter to discuss quantum
state of photon and its detection, to analyze the origin of the bite error, including some
technical detail in the single photon detectors.

3. Quantization of electromagnetic field

There are mainly two kinds of particles in according to their statistical properties, the
Fermion and boson. Photons possess only electromagnetic energy, and mediate
electromagnetic interaction. Therefore, photons belong to the type of bosons and are the
most ubiguitous bosons. Photons possess discrete energy which can also be deduced from
quantization of electromagnetic fields (Yariv, 1988). The total energy of the classical
electromagnetic fields, the Hamiltonian

1
H:EIV(uH-H+sE.E)dV 3)
where, p is the magnetic permeability, & is the dielectric constant, H and E are the

magnetic vector and electric vector respectively. The integral performs over volume V in
consideration. The normal mode expansions of H and E are

B(e) =X (E (1) @

mwﬁgﬁwamm ©)

respectively, where o, is the radian oscillation frequency of the ath mode. The normal
modes are normalized to meet the orthogonal condition:

[ H, HdvV =3, ©6)

jv E, E,dV=3§,, @)

The magnetic vector and electric vector H and E in Eq.(3) are substituted with their normal
mode expansions Eq.(4) and Eq.(5) leading to

H=Y2(p2 +oiq?) ®)
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Therefore, the Hamiltonian of the electromagnetic fields equals to a sum of harmonic
oscillator Hamiltonians. The variable p, canonically considered as momentum, and g, is
the canonical coordinate. They are conjugate variables of a quantum mechanical harmonic
oscillator, connected by the commutator relations:

[PaPo]=[90:95] =0 )

[90:P6] =118, (10)

Similar to the quantum mechanical harmonic oscillator, the creation operator a4 and the
annihilation operator a; for the electromagnetic fields can be defined:

af (£)= [2;0%}1/2 Lo, (t)=in(t)]

1 2 1)
a(t)= [thl ] [ (t)+ip (t) ]
Solving these equations for p; and g; which are inserted into Eq.(8), the result is
+ 1
H=> ho, [a, a + Ej (12)
1

There has an important Hermitian operator 7, =a; g, , its eigen value is an positive integer
(Mandel & Wolf, 1995).

Ty | s ) = s | s (13)

where, the subscript k represents the wave vector, and s represents the polarization.
My, =0,1,2,---,00. Therefore, the state vector |, ) is number state, or Fock state. The ground
state ‘O) is called as vacuum state. The energy in the vacuum state is not really zero,

(0[F0) :%lehm, (14)

It is an average value over all possible frequencies. It actually represents the vacuum
fluctuation, important in the quantum information theory. The annihilation and the creation
operators acting on the Fock states result in one photon change in the states that

a|m)=n"*n, -1)

15
at [y ~1) =2 |m) 1)

The probability distribution of photons in a coherent state is the Poisson distribution as
shown in Eq.(2).
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4. Optical modes

The detector detects energy so that especially suitable for Fock state study. In an idealized
case absorbing one photon leads to one transition of the electron that releases one pair of
electron and hole charge carriers. The quantum efficiency is said to be 100%. The actual
emission and absorption are more complex as described in the section 2. While in theoretical
study, it is usual to consider single mode light field interaction with two level atomic
systems. However, compared with electron levels, optical modes have much more different
features.

4.1 Interaction of electron with optical fields

In study on the interaction between the radiation fields and the atom system, the
Hamiltonian describing interaction between the electromagnetic fields and an electron
(neglecting the electron spin) is

H= HElec + HInter + HField (16)

Where, Hyp,, refers to electron motion without the external electromagnetic field. Hy,,, is
interaction of the electron with the light field. Hp;,; is the Hamiltonian of the light fields.
The interaction of the electron with the light fields may be written in two parts as (Walls &
Milburn, 1994)

e = [0 -5 AP0 7)

HElec,Z ZJ.‘W(X)[—EZAzj‘P(x)dC*x (18)
m

where, A is the vector potential of the electromagnetic field, p is the momentum of the
electron, e and m are the charge and mass of the electron respectively. The electromagnetic
field operator expressed as a superposition of the unperturbed wave functions that

\P(x)zzuj(Pj(x) 19)
]

Though the Fock state and number operator can be used to study photon emission and

absorption, explain quantum collapses and revivals for interaction of a two-level atom with

a single mode field. It is not good enough for practical situation or from a rigorous

theoretical treatment in consideration of the reasons:

1. The size of a quantum dot is very small so that in consideration of the uncertainty
principle of quantum mechanics the light emitting is omnidirectional, it has a large
divergence angle.

2. The absorption happens in a very short time so that the emitted photon has a large
bandwidth in according to the uncertainty principle of the quantum mechanics.

3. Even for the polarization, it is always considered as combination of two parts or two
orthogonal modes so that a horizontal linearly polarization light is a sum of two linear
polarizations orthogonal each other making a 45° angle to the horizontal or a sum of
right and left circularly polarized light.
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4. Optical modes should be considered as a position similar to levels for electron in an
atomic system. The different is that a level allows only one electron to occupy, while an
optical mode can be occupied by many photons, and the number in one optical mode
has no limitation yet. One photon can also be shared by several optical modes as doing
in quantum information where information is coded to part of the photon in different
mode. One photon shared by four optical modes shown as multipartite entanglement
was experimentally demonstrated. Therefore, a part of one photon exists in one optical
mode should not considered as "probability of finding one photon", that is indeed a
component of the photon (Papp et al., 2009).

Therefore, we should consider that one photon consists of multi-components existing in
different modes, or shared by multi-modes. It should be noticed that the number operator is
obtained from the integral of a set of normal modes which describe field distribution. One
photon should be expresses as a sum of a complete set orthogonal normalized eigen
functions. We therefore prefer to start from the studying the fundamental modes of the
electromagnetic fields.

4.2 Quantization conditions of planar waveguides

The fundamental modes are characterized by the quantization of the vectors appeared in the
wavefunction including polarization and the wave vector. To find the eigen value, Einstein
proposed a generalized quantization rule (Stone, 2005, as cited in Einstein, 1997)

q’;cp-dqzn,h, i=1,2,3, (20)

where, p is momentum, q is coordinate, h is the Planck's constant, C; is a closed independent
loop. This formula is correct in deal with angular momentum. Though the Einstein
quantization condition may need a small modification in dealing with practical system
including no central forces, this formula is fundamental correct if the boundary condition is
properly considered. For example, in dealing with a symmetrical planar dielectric
waveguide, the integral form of the quantization condition changes to summation form that
phase changes at the boundary have to be added to the summation (Saleh & Teich, 1991).
The quantization condition is

2k,d—2¢, =2mm, m=1,2,3,- (21)

where ky is the y-component of the wave vector, d is the geometrical thickness of the
waveguide in the y-direction, the wave is guided to the z-direction. The Einstein's formula
holds still if we use the effective optical length d,; =d - ¢, . The phase change of reflection at

boundary can be obtained from Fresnel Equations

_ 1yc0s0; —n, cos0,

7 22
T 1, cos 0, +mn, cos6, @

_ 1,c0s0; —1 cos6, 23)

"
™ 1, c0s 0, + 1, cos0,
These formulae show different polarization has different reflection coefficient. 7y is the

reflection of the TE waves. The direction of the electric component of the TE modes keeps
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unchanged at the boundary while the magnetic components and wave vector change their
directions in the incident plan so that called transverse electric light waves. TM is called the
transverse magnetic light waves or TM polarized light waves for the same reason. It is
convenient to define &; =n;kycos8;, j=1,2,torewrite Eg.(22) as

§1-&

B §1+&
_(81-8)" | &iiliy)
88 ||+ (ig,)

The same calculation can be performed for TM waves that leads the reflection from medium
a at a/b boundary can be written as

3

g (24)

Ty = exp{_Zi(pnb} (25)
where,
¢, = arctan [n"ébj (26)
lnbéa

where the coefficients of the polarization

1, TE
= 27
"2, M ©7)

Therefore, not only the wave vector quantized, the polarization modes are also non-
degenerated.

4.3 The fundamental modes in free space

Photons mediate electromagnetic interactions which also lead to quantization of the physical
observables similar to Coulombic interaction in an atomic system. The electromagnetic
interactions include coherent interference and coherent combination. The electromagnetic
interaction happens during their superposition.

It is reasonable to start from consideration of polarized monochromatic optical waves. We
consider TM mode that the direction of the magnetic vector of the optical wave will not
change while the electric vector and the wave vector can change their directions in a plan
containing them. The resonant condition considered in the phase space is

dk
—d6=—kd
r 10 r (28)

The photons survived in resonance. This is why a lens can focus an optical beam: the
relative phase delays are compensated by direction change of the wavevector so that the
curvature of the wavefront changes as shown in Fig.1. There exists angular momentum due
to strong electromagnetic interaction.
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(29)

AB

Fig. 1. Angular momentum requires the wavevectors changing their direction in a plane
perpendicular to the angular momentum to meet the resonance condition. The relative

phase delay along a distance is compensated by electric field vector rotation of an angle
equal to that of the k vector rotation of A8.

To deal with angular momentum, the Einstein's generalized quantization rule is correct,
used here leading to

C_f)p~dq=nl-h, n; =0,£1 (30)

These results indicate three fundamental modes in free space. n; =0, corresponding to
plane waves. The modes with nonzero angular momentum have curved phase front that the
phase delayed monotonically clockwise or anti-clockwise indicating the direction of the
angular momentum. This is a result that the coherent superposition of the electromagnetic
fields appeared as self-confined field, a condition called self-consistency.

The fundamental modes with non-zero-angular momentum have attracted much attention
in recent years. The integral closed with a phase difference of 2 for a complete mode with
angular momentum equal to +1 or -1. A complete mode includes all directions of the waves
in the plan needed for the loop integral. This mode contains always two oppositely
propagating waves. A relative phase delay of m exists between the oppositely propagating
waves so that the wave function with non-zero angular momentum should be

Wi = 7(efikr n ei(k?”rnﬂ))/ =41, (1)

<
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where the time-dependent factor ¢ being omitted. The intensities of the mode have
cylindrical symmetrical distribution as shown in Fig.2

Fig. 2. A complete fundamental mode with angular momentum equal to #1 has cylindrically
distribution in space. The intensity vanished at center.

The further quantization is the generation of vortex lattice (Ghai et al. 2009; Wei et al. 2009).

4.4 Mode structure of an optical beam

One of the solution paraxial Helmholtz equation is Gaussian beam. In comparison with
Hermite-Gaussian beams or Laquerre-Gaussian beams, the Gaussian beam is taken as the
fundamental mode or single mode. The intensity distribution of a Gaussian beam is a single
spot that is similar to the intensity distribution of the lowest order mode (0,0) of the
Hermite-Gaussian beam. A Gaussian beam appears under paraxial waves assumptions.

The phase of a Gaussian beam may be expressed (Saleh & Teich, 1991) as

o(p,z)=kz—C(z)+

2R(z) (32)
where, the beam propagates to z-direction, p®=x*+y?. On the beam center, p=0, the
Eq.(32) represents a plan wave. R(z) is the wavefront radius of the curvature. However, the
radius of the curvature changes with distance z that the radius is infinite at z=0 where is
called beam waist, having a planar wavefront. The radius decreases with z to a minimum
and then increases. The wavefront far from beam waist is approximately the same as that of
a spherical wave. The Gaussian beam has a intensity distribution similar to that of the
lowest order mode (0,0) of the Hermite-Gaussian beam, and therefore be called as single
mode beam. However, the variation of the radius of the wavefront curvature could not be
explained by mode theory. A single mode requires a constant eigen value for the
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momentum. A fundamental mode based on self-consistency guarantees shape invariance.
The variation of the wavefront curvature could only be explained by interaction between
different modes.
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Fig. 3. The phase distribution of a Gaussian beam at a position far from its beam waist
where it has a spherical phase front. Compared with the fundamental spatial phase which
monotonically delayed clockwise or anti-clockwise indicating the direction of the angular
momentum, the Gaussian beam (sick line) starts at its center increased its spatial phase all
the same in both direction and limited to a small area surrounding the beam axis due to the
paraxial assumption. The thin line represents plan wave.

The phase distribution of a Gaussian beam at a position far from the beamwaist has
approximately spherical wavefront. The spatial phase of the Gaussian beam, fundamental
modes with angular momentum equal to 0, £1 are shown in Fig.3. The fundamental modes
with non-zero angular momentum increase or decrease their phase monotonically to close
with a phase difference of 2. A Gaussian beam increases its spatial phase all the same at
both sides each belongs to different angular momentum. It is the interaction between the
two modes decides the variation of the wavefront of the Gaussian beam. The interaction
between the two fundamental modes in a Gaussian beam is depicted in Fig. 4.

A Gaussian beam is usually produced by a cavity formed by spherical mirror resonators
with a small aperture as output mirror. The output beam has a wavefront similar to
spherical waves. A spherical wave output from the mirror is that phase delayed at the center
and then increasing its spatial phase with distance in the radius direction. In the
consideration of fundamental modes, if the output is polarized light, it contains nonzero
angular momentums belong to both electric vector and the magnetic vector respectively so
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that there are four fundamental modes at the least. Under the paraxial assumption for the
optical beam, the light within a neighborhood of size A is locally like a plan wave, while the
Gaussian beam actually posses paraboloidal wave at far from the beam waist.

Interaction of theses modes result in the paraboloidal wavefront. We consider one
polarization in a plan containing wavevector and the wavefront of two fundamental modes
with angular momentum equal to +1 as depicted in Fig.4. The two modes keep in phase at
the center, while the phase difference increases with the distance to the beam center. That is
the destructive interference increases with this distance. This is the reason a Gaussian beam
can confine spatially and transport light energy through free space to a long distance.
However, two or more Gaussian beams can not coherently combine all together, instead,
they produce interference pattern.

Optical beams that belong to same fundamental mode can topologically combine to form
optical vortices that are promise to provide extreme high power density needed for
fundamental study at extreme conditions. It is also a possible scheme for efficient laser
fusion.
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Fig. 4. A Gaussian beam has nearly a spherical wavefront far from its waist where two
modes combine at center keeping in phase and then the phase increases in both directions
clockwise and anti-clockwise, the phase difference between the two fundamental modes
increased also. Dashed line and dot-dashed line represent different modes respectively.

Two or more light beams each belongs to different fundamental mode may be coherently
combined via unitary transformation. The unitary transformations are actually mode
transform. However, for the Gaussian beams, their complex mode structures prevent this
kind of transformation. The number of the modes increases with the number of the
Gaussian beams, only components belong to single fundamental mode can be combined
while the others have both constructive and destructive interference that lead to complex
pattern.

An analysis of a focusing Gaussian beam indicates that it has wavevector on the beam axis
carrying plane waves surrounded with declined wavevectors. Looking at a plane
perpendicular to the beam axis, there are components of these vector pointing to the beam
center from all possible direction. With a proper topological charge, these vectors are
topologically combined to form optical vortex. However, the optical vortex is appeared in
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first order beam. In an experiment, the formed optical vortex has to be separated from Oth
order beam for measurements. The 0th order beam still carries the component of the plane
wave and it is much stronger (Yang, 2009).

5. Bunching and antibunching of photons

Photons have a trend to have collective behavior such as in the stimulated amplification.
Even in a faint laser pulse, the multi-photon events could not disappear. However, in the
quantum statistics, there exists indeed antibunching and sub-Poissonian statistics. Anti-
bunching predicts that photons come one after the other that are single photons. Single
photons are extreme important for quantum key distribution that guarantees the security of
the communication. Photon anti-bunching effect is also important for understanding
photons since the photon anti-bunching is regarded as a fully quantum mechanical
phenomenon without a classical analogue (Pathak & Mandal, 2003).

The photon anti-bunching is the quantum statistical property. It is usual to consider the
second order correlation function of a single-mode field for the photon statistics. The second
order correlation g@(0) factor with zero-time delay is defined as

0)- <<>> SWIOE -

where, V(n)= g(a+a)2> - <a+a>2 . For a coherent state, g*) (0)=1 and V(n; =7, the number
state has a Poissonian ‘distribution. A classical analysis predicts always g(2 (0)>1, thereis a
tendency of photon bunching. For g(z)(O) <1, it is the anti-bunching which is a feature
peculiar to the quantum mechanical nature of the electromagnetic field (Walls & Milburn,
1994).

Fig. 5. Optical vortices with angular momentum =21 refuse to share same position in space
that can be considered as spatial antibunching.

The explanation of the photon anti-bunching is challenge. The macroscopic electromagnetic
interaction show coherent combination and coherent interference phenomena. Therefore the
anti-bunching were explained as the particle natures of the photons. Many models have
been proposed to possess anti-bunching effect. Among several experiments containing
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interaction of light field with electron or atomic systems that demonstrated anti-bunching
light, the most promising is the electrically driven single-photon source (Zhiliang Yuan et
al,, 2002). In their experiment, the HBT measurement demonstrated indeed sub-Poissonian
photon statistics and anti-bunching. Most of the experiments reported to date demonstrate
antibunching using radiation field interaction with atomic or ion system which limit the
number of the photon emitting. Is there any reason that from the property of the photons by
themselves that should result in antibunching? Why the photons can distinguish each other?
Destructive two-photon interference demonstrated photon antibunching with calculated
g(z) (0)<1. Actually, they obtained both the bunching and antibunching by controlling the
phase difference between two input beams so that the production process is difficult to
understanding by a naive photon picture (Kaoshi & Matsuoka, 1996).

To answer these questions, one should also consider the physical observables that are
quantized wavevectors or polarization vectors. Electromagnetic fields never refuse to
interfere with each other. There are two cases that should be considered. One is the
coherently combination, the other is the interference coherently. If we consider the
monochromatic wave as single mode, the two linearly polarization orthogonal each other to
form a new state only when their wave vectors lay on line. For the linearly polarized light
with wave vector in different direction in same plan, they can coherently interfere to
produce fringes when across each other, while keeps their independent so that keep their
polarization and wave vector unchanged after crossover. However, if these waves
topologically charged they can combine to share a same angular momentum. The optical
vortices formed under strong electromagnetic interaction where the wavevectors
topologically combined. The optical vortex with angular momentum equal to 1 refuses to
take same position with the optical vortex with angular momentum equal to -1 in the space
so that vortex lattice formed as shown in Fig.5. This phenomenon can be considered as
spatial anti-bunching. However, there should be collective behavior of large amount of
photons since the optical vortices are the results of strong electromagnetic interaction
provided by photons themselves. Here, the optical vortices with different angular
momentum can distinct each other. The optical vortices are now mostly considered due to
orbital angular momentum.

6. Directional emission of photons

The divergence of photon emitting from a cavity can be easily estimated from uncertainty
principle of the quantum mechanics.

AxAp, = h

2 (34)
Supposing the size of the antenna is R=Ax, the divergence angle 6=Ap,/p, and
p, =hk =2nh / L, itis immediately to have

A

=" (35)
4nR

Therefore, the divergence angle increases with decreasing the size of the antenna. The

divergence angle of photon emitting from quantum dots is very large that a photon shared

by all possible modes. As a result, the collection efficiency of the photon is very low.
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Put a quantum dot in cavity or waveguide that may limit the photon to emit only to desired
modes. But that is difficult in technical realization. Using surface plasmon resonances to
form optical patch antennas is promise (Esteban et al., 2010). The unidirectional emission of
a quantum dot coupled to a nanoantenna was experimentally demonstrated (Curto et al.,
2010). In their experiment, a quantum dot was placed in the near field of one of the five-
element gold Yagi-Uda antennas for operation wavelengths of ~800 nm. The total length of
the antennas is 830 nm. The antennas emission a beam with an divergence angle at half
maximum of 12.5°%37° pointing into the glass substrate. The simulations indicated that as
much as 83.2% of the QD emitted light were collected.
This coupling demonstrates a mode selection. The surface plasmon can only be excited by
TM waves. As a result, quantum dot emission is transformed onto TM mode via surface
plasmon resonance. The interaction of the five-element emission decided the direction of the
optical beam. The mode selection is from two physical reasons:
1. Photons are survived in resonance. Once the TM mode resonant with surface plasmon,
it absorbs all energy of the photon possess, TE mode is depressed.
2. The interaction of the radiation field emitted by the antennas decided the emission
direction and divergence. That is decided the mode structure of the photon.
Divergence from an emitter can not be avoidable. The detector requires convergence of the
beam. There is still a need to study the wavefronts and the mode structure, if one considers
the reciprocity: that is if a next similar five-element Yagi-Uda can sense the emitted beam so
that results an absorption in a quantum dot under the assumption adiabatic unitary
transformation?
There has no evidence that an adiabatic unitary transformation is technical realistic. Loss
and dephase are unavoidable. However, many experiments have demonstrated with single
photon detector now available commercially, many quantum information experiments can
be successfully performed.

7. Single photon detector

Single photon detectors are essential for quantum information applications. Single photon
detectors at the communication wavelengths have attracted much attention in recent years.
Here we introduce some of the results on developing single photon detector at
communication wavelengths in our laboratory.

7.1 Characterizing an APD for single photon detection

Single photondetectors used in quantum key distribution ask for very high sensitivity and
extreme low noise. The InGaAs avalanche photodiodes (APD) are usually chosen for single
photon detection at the infrared communication wavelengths. This APD has a structure of
separate absorption, grading, and multiplication (SAGM). The SAGM APD has been studied
extensively and successfully used for single photon detection in the infrared communication
wavelengths. The structure of this APD is depicted in Fig.6. The absorption layer InGaAs is
designed to have a bandgap of 0.73 eV so that the sensitivity can extend to about 1650 nm. A
grading layer between the absorption layer and the multiplication layer facilitates the holes
induced by absorption of photons to transit into the multiplication layer (Hiskett et al.,
2000).
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Fig. 6. (a) The structure of the SAGM APD, (b) the band diagram of the APD, (c) The inner
build electric field under zero bias and under punch-through.

This APD has to be operated in Geiger mode to exploit the extreme sensitivity. A Geiger
mode means the APD is operated at a bias higher than its breakdown voltage that any
carrier in the multiplication layer will initial self-sustained avalanche. As a result, the APD
should have extreme low dark current. Therefore, there are only a few choices of APDs
commercially available for operation in Geiger mode. The APDs have to be operated at low
temperature. The APD will be damaged if there is not quenching voltage immediately after
the avalanche to stop the self-sustained current. Therefore, the Geiger mode is usually
realized in gated mode operation. The gated pulses applied on the APD are synchronized
with the arriving of the signal photons.

However, the breakdown voltage itself is not very clearly defined. Theoretically, breakdown
voltage is said at that voltage the multiplication factor goes to extreme large, or self-
sustaining avalanche appeared. But in experiment, it usually included various guess work.
For example, the breakdown voltage is defined as the bias voltage at which dark current is
100 pA (Maruyama et al., 2002). Or, the voltage when the first pulse with peak value of 100
mV (0.5 mV at the APD) was detected (Rarity et al.,, 2000). The voltage higher than the
breakdown voltage is called excess voltage or the relative excess bias. Exploring the use of
the excess voltage for higher sensitivity has also been reported. Therefore, the
characterization of the APD at voltage higher than the breakdown is also needed. However,
the characterization of the I-V curves is usually stopped at the guessed breakdown voltage
to prevent APD from being damaged. Here we introduce the I-V characterization including
the excess voltage with breakdown voltage well defined by actual measured value.

A passive quench circuit with a 200 KQ quench resistor is used to characterize an APD of
type C307645E from EG&G. The APD was cooled to a temperature of -25°C by Peltier effect.
A 1.31 pm pigtailed DFB diode laser attenuated to -45dBm was used as input signals which
switches on to measure photon-current-voltage curves, and switches off to measure dark-
current-voltage curves. The measured results are shown in Fig.7 which is very similar to
other corresponding reports.

The punch through voltage and the breakdown voltage are not clearly indicated in the I-V
curve shown in Fig.7. We define a parameter called relative current gain
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Fig. 7. The breakdown voltage and the bias were decided from these I-V relations
experimentally.

The reason is obvious. The multiplication factor has reached it maximum after breakdown,
the gain is saturated. The detector performs as a linear device before avalanche and after
breakdown. The relative current gains are plotted with the applied voltage both for the
photon-current and the dark current as shown in Fig.8 where the data are the same as in
Fig.7. The breakdown voltage and the punch through voltage are much more clearly
indicated.

The breakdown voltage makes no difference between the photon induced carriers and the
dark carriers. But the dark carriers start to avalanche at higher bias. This features a depletion
region exists at the vicinity of the heterojunction of the InGaAs/InGaAsP.

7.2 Operation parameters of APD for better performance

It is usual in designing a single photon detector, the operating voltage and the
temperature should be carefully considered. The operating voltage should higher than the
breakdown, that is an excess voltage is needed. With increasing the excess voltage, the
sensitivity seems to be increased, but the error bits or dark counts increased also. There is
still uncertain that how high the excess voltage is the best. Thermal excitation decreased
with cooling the temperature. It seems the lower temperature is the better. But from the
consideration of practical application and the phenomenon the dark carriers not start to
avalanche immediately after punch-through, it is reasonable to optimize the operation
temperature.
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Fig. 8. The relative current gain versus bias characterization curves clearly indicating the
punch through voltage, breakdown voltage and the avalanche.

In according to the I-V property shown in the Fig.8, one should consider both the bias and
the operation temperature at the same time. Because the breakdown voltage decreases with
temperature, the breakdown voltage can be adjusted by cooling the APD so that it is larger
than the punch through voltage but not too high to avoid the breakdown initiated by dark
carriers. In the Fig.8, the breakdown voltage of about 50 V is a reasonable choice. The excess
voltage needed is very limited.

It is well known that the photon absorption follows an exponential law while the thermo-
generated carriers follow Gaussian distribution. A calculation analysis is shown in Fig.9
where we calculated the distribution for incident of average 0.1, 0.3, 0.5 photons per pulse
and suppose the thermo-generated carriers in the pulse duration are 1, 0.75, and 0.5,
corresponding to the curves (a), (b), and (c) respectively. The S/N ratio is defined as the
photon-induced carriers divided by thermal carriers that can drift into the multiplication
layer. It is clear that the S/N is fairly high if the bias voltage do not penetrate into the
absorption layer too much.

The excess voltage can be controlled by temperature since the breakdown voltage is a
function of the temperature. That is the basis the temperature control could be used to
adjust the breakdown voltage. The bias larger than that of the punch-through is necessary
and the depth of punch through should be carefully chosen.
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Fig. 9. The spatial distribution of the photon-induced carriers and thermal carriers in the
absorption layer calculated on the basis of average number per pulse duration indicating
that the depth of the punch-through voltage penetrate into the absorption is very limited for
areasonable S/N.

7.3 Integral detection

The gated electric pulses may produce electric spikes that would result in error counts.
Therefore, single photon detector with balanced two APDs has been reported that S/N ratio
improved by more than one order of magnitude in compared to the conventional usage of
APDs (Tomita & Nakamura, 2002; Kosaka et al., 2003). Although various proposals had
added to the balancing structures, they are not only technically complex, the spikes can not
be cancelled completely. The integral gated mode single photon detection is much
promising for use in quantum key distribution (Wei et al., 2007).

In the method of the integral gated mode detection, an integral capacitor stores the charges
of the avalanche current and gives a negative feedback to the APD bias that leads to quench
the avalanche at a fixed level. The integral capacitor and a charge amplifier compose as
integrator so that the detected signals are static charge on the capacitor. There are no spikes
at all and easy for digital processing afterwards.

In the experiments with the integral gated mode single photon detector, the single photon
source was attenuated faint pulses with width of 50 ps at 1550 nm from a gain-switched
laser (Sepia PDL808, Picoquant). The APD used in the experiments was from JDS Uniphase
(ETX 40 APD BA, ETX00408052-005). The temperature of the APD was stabilized at 224+0.1
K. The static bias was 43.1 V which is below the punch through voltage. The gated pulses of
5.13 ns in FWHM and 4.4 V peak-to-peak were added to DC bias. The breakdown voltage of
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this APD measured at 224 K is 46.6 V. Therefore, there is only an excess voltage of 0.9 V. A
gate pulse frequency of 100 kHz was chosen in the measurement.

The traces of the APD avalanche recorded by oscilloscope TDS1012 show clearly the
transient spike cancellations. A single photon detection efficiency of 29.9% at dark count
probability of 5.57x10-6 per gate or 10.11x107 has been achieved.

8. Multipartite entanglement of photons

The single photon detector records classical information. It records only the energy. In
quantum information, there should have records of quantum bits. Therefore, two or more
detectors have to be used, and these detectors should be entangled each other. This can be
realized with some kind of interferometers. For example, the Mach-Zehnder interferometer
as shown in Fig.10, the record at the detector A should be entangled with that at detector B.
If detector A records 1, then detector B should record 0. That is, only record of (10) is correct,
while all other records including (01), (00), (11) are error bits.

.

Fig. 10. Mach-Zehnder implementation of quantum key distribution

To obtain a correct record, Bob has to decode by using phase modulation in according to
their protocol so that the maximum of the interference is at detector A corresponding to the

input quantum signals:
N 1f1 e 1
0 _2 -1 e’i‘P ei(p (37)

One photon can be coherently shared among N spatially distinct optical modes to form
multipartite entanglement, a quantum state being called W state. A W-state with N=4 can be
expressed in the form

W)= %[(\ 1000) + ¢ [0100)) + € (|0010) + ¢**2 [0001)) | (38)

The multipartite entanglement with N=4 where the partite is formed by beamsplitter has
been detected and characterized in more detail (Papp et al., 2009).

A genuine N-partite entanglement is realized only with simultaneous participation of all N
of the constituent systems. There is also a similar case where is N time-distinct partite
entanglement. There are N time-distinct faint pulses to share one photon. This kind of
multipartite entanglements is realized in differential phase shift key distribution system
where the simultaneous participation of the constituent systems is due to the nonlocality of
the photons.



58 Photodiodes - World Activities in 2011

However, the utilization ratio of the traditional differential phase shift is low. Their key
creation rate under ideal condition can only reach (1-1/N) if a single photon pulse is split
into N sequential ones. The utilization ratio of photons can reach 1 under ideal condition by
discrimination and controlled delay of the first pulse (Wang et al., 2009). This scheme can
also result in a genuine N-partite entanglement with N time-distinct constituents. In the
proposed scheme of 6-partite entanglement, the two pulse trains containing three time-
distinct pulses in each formed by beam splitter and controlled time delay. The multiplex at
Bob side are designed such that with the first single pulse of the first train two-bit delayed
the rearranged pulse train can recombine with the next pulse train in three time slots
exactly. Their coherent superposition represents an entangled state of a photon in three-
dimensional Hilbert space with four non-orthogonal states:

%(\VHDA\O)B\O)Ci\H>\O>A\1>B\0>Ci\H>\0>A\0>B\1>c) 49

Where, V> is vertical polarization state, |H > is the horizontal polarization state. All the
constituents of a photon have involved in the key creation so that is a genuine multipartite
entanglement state. Not only the key create ratio is increased, the security is also enhanced.

9. Dephase and decoherence

Dephase and decoherence are unavoidable even in the case under idealized condition
without loss if one consider a rigorous representation of the wavefunction for single
photons. In according to quantum mechanics, a state of a particle is represented as a
complete set of eigen functions. Therefore, the number state of N=1 should be expressed in a
two dimensional Hilber space that

|w(1))=a]0)+B[1) (40)

Even in pure vacuum, the fluctuated electromagnetic fields exist that make up the zero-
point energy. Quantum theory predicts that empty space is not truly empty. In an
electromagnetic field, virtual photons created and annihilated constantly that make
contribution to a small renormalization of the energy of a quantum system, known as the
Lamb shift. The experimental observation of the Lamb shift in a solid system has been
reported (Frabner et al., 2008). A scheme including vacuum state that can be used to
demonstrate the nonlocality of a single photon experimentally has also been proposed
(Dunningham & Vedral, 2007).

In their scheme, classical faint pulse incident on beamsplitter has been expressed as two
input ports and two output ports where a state of Eq.(40) and a vacuum state |0) are
incident on the two input ports of a 50:50 beamsplitter, and two output state of Ul and U2
as shown in Fig.11. It is obvious that vacuum fluctuation in the output state is increased. In
their model, they have chosen the particular values that a=1/ V3, and B=+2/3e° to
simplify the analysis without losing the generality of their arguments. The state after the
beamsplitter is

1

\\V>=ﬁ[\0>\0>+€i‘“(\0>\1>+i\1>\0>)} (41)
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Where the first ket in each term represents the number of the particles on path Ul and the
second ket represents the number of particles on path U2. It is general the case that any
operation on the state of the photon leads to lose and combining vacuum fluctuation. That is
the quantum permutation.

The phase is important while modes are distinguished only with their polarization and
momentum. In quantum mechanics, states with only a pure phase difference are taken as
the same state also. Now that the constituents of the photon and the vacuum fluctuations
with phase unknown come together in the same mode to superposition that are the reason
the dephase come from.

7[0)+B 1) vl

A 4

v U2

Fig. 11. Single photon is operated by a beam splitter, the vacuum states are involved.

10. Reconstruction of photons

Vacuum supports all optical modes and each of the modes can contain constituent of any
photon with phase and amplitude arbitrarily defined which are relay on the initial
condition. Therefore a photon emitted from a quantum dot or from a single atom will be
coupled to all possible modes with equal probability. The interaction of all the emitting
mode fields decides the Emitting pattern that has large divergence. The divergent light will
soon be scattered to become a part of the fluctuation in the vacuum if it is not immediately
collected and focused to a detector and absorbed. Any procedure or operation on the
emitted light means mode change and mode structure reorganization.

The actual probability of detecting a photon is decided by the collecting and focusing as
much as possible the constituents of the photon. The highest detection efficiency of a photon
is always at where the superposition of the mode fields has constructive coherence to the
maximum while detection probability of zero may indicate a destructive superposition.
Therefore one should consider the mode structure of a photon and the interaction of the
mode fields. It is usual to limit the mode number so that can make the modes controllable.

It is essential to control the mode selection so that to control the mode structure of a photon.
There are two mechanisms to collect energies of the photon. One is the mode competition.
The other is control the mode volume geometrically such as in waveguides or in cavities
where only limited modes can be excited.
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In case the quantum dot coupled to the surface plasmon in an element of the Yagi-Uda
antenna, the emitting energy concentrated in resonant TM mode due to excitation of the
surface plasmon so that the TE mode is depressed. This is the resonant enhancement effect.
The direction of emitted light by the Yagi-Uda is decided by interaction of all elements
composing the antenna. Here only one direction has coherent maximum of superposition.
Reconstructions of photons for quantum information are quite usual. The photons are
divided into two or more part and encoded with phase information. On recombining these
constituents of the photon, the coherent superposition decides where the maximum
detection probability should appear to a detector as predicted. The coherent maximum and
the coherent minimum appeared at the same time and in different places showing an
entanglement. A successful unitary transformation will guarantee a photon appeared to a
detector with probability of 1 while the probability is zero at all other places. However, this
transformation can not prevent a detector to sense the vacuum fluctuation.

The vacuum fluctuation has important role in the detection. Since the vacuum contain all
possible modes that deserve the ergodic assumption. That is why the quantum permutation
with vacuum exists always. In fact, the photon reconstruction is decided eventually under
the choice of the detector where the herald mode fields combining necessary energy from
the vacuum fields can form a photon the mode structure of which matches the needs for
resonant absorption. There has not a photon detector that is quantum state sensitive, for
example, a polarization dependent detector. One may consider a detector which is state
sensitive so that can decrease the quantum error bits.

In conclusion, photons are different from other particle with static mass. Photons compose
by themselves of electromagnetic field modes which are quantized by the electromagnetic
interaction. Therefore, mode structure of a photon should be considered so that nonlocality
and entanglement of photons could be explained.
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1. Introduction

The inclusion of cameras in everything from cell phones to pens to children’s’ toys is
possible because of the low cost and low power consumption of the imaging arrays that
form the core of the cameras. However, these arrays are low cost and low power because
they are CMOS-based; this allows for the devices to be made with the same processes and
facilities that are used to make memory and computer chips. Yet, the continued surge in
CMOS imager popularity goes beyond the lower cost to other factors such as ability to
integrate the sensors with electronics, and the ability to achieve fast, customizable frame
rates [1].

In this chapter, we will cover the design and layout of the various types of CMOS
photodetectors and fundamentals of photo-conversion processes in these devices, including
a brief review of CMOS photodetector history. We will then describe the emerging CMOS
based technologies in photodetector design optimization to tune device responsivity,
integration of micro-optics to achieve enhanced detection in low-light conditions,
integration of photonic grating structures on photodetectors for spectral response selectivity,
and bio-inspired CMOS imaging devices. We will conclude the chapter with some examples
of applications of these technologies.

2. CMOS photodetector history

Since the mid-1960s, combinations of p-n (or n-p-n) junctions have been used to convert
light into electronic signals [2, 3]. Work not only focused on the conversion of photons to
electrons, but also on the ability to read the signals out from arrays of pixels. For example,
Shuster and Strull reported in 1965 that they had developed a 2500 pixel array of
phototransistors with 100 leads for readout [4, 5]. For these earliest devices, high gain had
to be used at the pixels because no integration of light (or charge) was used. A year later,
Weckler demonstrated how to operate a p-n junction photodiode in “photo flux
integrating mode” which enabled pixels to be much simpler and ultimately smaller [6].
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Photon integration required that the photodiode be turned on for a fixed amount of time
to raise (or lower) the voltage level on a charge storage device; thus, the amount of charge
remaining (or charge that was removed) is proportional to the light intensity over that
integration time.

In the 1970s, CMOS detectors and imaging arrays began to lose popularity to Charge-
Coupled Device (CCD) -based imagers because CCDs could achieve a higher fill-factor; the
fill-factor was lower for CMOS imagers because of the need for transistors at the pixels for
read out and gain. The ability to produce CCD imagers with the necessary number of pixels
for applications (such as TV) gave CCDs a large advantage over CMOS imagers [7]. Noise in
CCDs was also considerable less than in CMOS devices; it was generally regarded that fixed
pattern noise in CMOS imaging devices was worse than in CCDs, which remained true into
the late 1980s and early 1990s. However, improvements in CMOS fabrication technology
and increasing pressure to reduce power consumption for battery operated devices began
the re-emergence of CMOS as a viable imaging device.

It is generally regarded that the first all-CMOS sensor array to produce acceptable images is
the active pixel sensor (APS) imager [8-10]. The APS design used the linear integration
method [6] for measuring light because of the large output signal generated, as opposed to
the logarithmic method [11-16]. The active column sensor (ACS) [17] is similar to the APS
but has lower fixed pattern noise (FPN). As of 2011, we have CMOS image sensors that have
14.6 Megapixels, and higher.

While CMOS and CCDs continue to compete for a share of the image array sensor market,
the ability to design custom integrated circuits (ICs) with photodetectors to perform specific
functions is an enormous advantage over CCD arrays. These ICs are often used in
applications that have specific requirements such as extremely low power consumption [18]
or variable read-out (frame) rates [19] or very fast read-out rates [20]. Normal video rates of
30 or 60 frames per second are fine for standard definition videos, but for some applications,
frame rates of more than a thousand frames per second are needed to capture extremely fast
occurring events (for example see [20]).

CMOS photodetectors are the technology of choice in smart focal plane arrays. In the mid-
1980s, Carver Mead and Misha Mahowald introduced the Silicon Retina that used a
“vertical bipolar transistor” as the light detecting element [21]. This spawned a significant
amount of research into bio-inspired vision chips that used CMOS photodetectors combined
with CMOS signal processing circuitry [22-32]. Generally, these chips are arrays of smart
pixels with significantly more transistors per pixel than the three or four found in typical
APS-based arrays. However, the relative low cost of fabrication for prototyping CMOS ICs
enables chips with one, two, dozens or thousands of detectors to be designed, fabricated and
tested. For chips with few photodetectors, the remaining silicon die area can be used for
signal processing, read-out, or digital interface logic, so there is no wasted space.
Applications of these custom detector and imaging chips range from sub-retinal implant
imagers [33] to glare detection [34] to fluorescence imaging [35, 36] and x-ray imaging [37],
to name a few. A study of three common photodiode structures available in non-
imager/standard CMOS processes provides valuable benchmark data for designers looking
to use CMOS photodetectors [38]. While not an exhaustive study of all possible CMOS
photodetectors, this chapter provides a useful starting point for selecting the best structure
for the application.
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3. Operation of CMOS photodetectors

The core of the sensing element of a CMOS detector is the photosensitive element of the
circuit. Photogates, phototransistors, and photodiodes all can be used as the sensing
element. In this section, the use of a photodiode is discussed. As its name implies, the
photodiode is simply a junction between a p-type and an n-type semiconductor,
commonly known as a p-n junction. Although a simple p-n junction can be used for light
detection, the more sophisticated p-i-n junction with an intrinsic region between the p-
type and n-type region is often used to improve the device efficiency. In this section, the
basic working principle of a photodiode will be discussed, followed by a discussion on
the p-i-n photodiode, and a method of signal amplification resulting in the avalanche
photodiode.

3.1 Photogeneration and recombination in semiconductors

When a semiconductor is illuminated, a photon that has higher energy, hv, than the
bandgap energy, Eg, may cause an excitation of an electron from the lower energy valence
band to the higher energy conduction band. This results in a pair of the mobile charge
carriers - electrons and holes. This process known as photogeneration can occur if the total
energy and total momentum among the photogenerated electron-hole pair and the incoming
photon is conserved.

The probability of photogeneration by a single photon is a property of the material.
Macroscopically, this is described by the absorption coefficient, . As a light beam
propagates through a piece of homogeneous semiconductor, its power decreases
exponentially as the semiconductor absorbs some of the power for photogeneration. The
power that remains in the light beam after propagating through a depth of z is given by:

P = P, exp[—az] o))

where, P is the intensity at zero depth. Note that the rate of absorption, —dP/dz, decreases
exponentially with depth. Therefore, more photogeneration is expected to occur near the
surface.

Because the photogenerated carriers exist in an excited state, the excess electrons and holes
will recombine after a short period of time (~ picoseconds on average) to release the excess
energy. This process is known as recombination, and it returns the carriers distributions to
thermal equilibrium condition. These excess carriers are lost if they are not captured to
create an electrical signal for light detection. Therefore, a semiconductor device structure is
needed to facilitate the capturing of the photogenerated carriers. The simplest and most
commonly used structure for this purpose is a diode structure known as photodiode (PD).

3.2 Quantum efficiency and responsivity

Before the discussion on photodiode, two important parameters that are used to
characterize the effectiveness of detection by a photodetector should be discussed; these are
quantum efficiency and responsivity. Quantum efficiency is defined as the probability that
an incident photon will generate an electron-hole pair that will contribute to the detection
signal, so it can be expressed as,

n = (1-R){[1 - exp(—ad)] 2
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where, R is the surface reflectance, { is the probability that the generated electron-hole pair
will become a contribution to the detection signal, and d is the depth of the photo-absorption
region. Therefore, quantum efficiency is affected by material properties and device geometry.
The captured carriers are used to generate a signal either as a voltage or a current. The
measure of signal strength to incident power of the device is called responsivity. If the
output is a current, then it is related to the quantum efficiency by the following expression,

N W S
R= ol = hc)‘n T 1.24 [nm-W/A] n ®)

where, g is the electron charge and A is the wavelength in nanometers.

4. Photodiode

Many photodetectors utilizes the formation of p-n junctions, and the simplest of these is a
photodiode, because a photodiode is simply a p-n junction that is designed for capturing the
photogenerated carriers. In CMOS sensing, a photodiode is usually made by forming an n-
type region on a p-type semiconductor substrate, or vice-versa. This can be done by epitaxial
growth, diffusion or ion implantation.

4.1 A quick review of P-N junction

Figure 1 shows the carrier distributions, charge distribution, built-in electric field and band-

diagram of a typical p-n junction. The inhomogeneous charge and carrier distributions are

the result of a state of equilibrium between diffusion, drift and recombination. The

following is a review of the key features of a p-n junction,

1. An absent of the carriers in a region known as the depletion region or space charge
region. It has layer width, IV, and ionic space charge of the donors and acceptors are
exposed in this region.

electron hole charge electric
density  density density field

(a) (b) () (d) (e)

Fig. 1. (a) Diffusion of carriers at the p-n junction, (b) the resulting electron and hole density
distribution, where N, and Ngqare the acceptors and donors densities, (c) the resulting
charge density distribution, (d) the resulting electric field, and (e) the band diagram of a p-n
junction showing the alignment of the Fermi level, E¢, and shifting of the bands. E, is the top
of the valence band and E. and the bottom of the conduction band.
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Due the charge distribution, a built-in electric field, E, has emerged.

3. Alignment of Ef between the p-type region and the n-type, as the conduction and
valance bands shift in the depletion region.

4. There is a potential difference of Vj between the p-side and the n-side.

N

4.2 Operating rinciple
The operation of a photodiode relies upon the separation of the photogenerated carriers by

the built-in field inside the depletion region of the p-n junction to create the electrical signal
of detection. Under the influence of the built-in electric field, the photogenerated electrons
will drift towards the n-side, and photogenerated holes will drift towards the p-side. The
photogenerated carriers that reach the quasi-neutral region outside of the depletion layer
will generate an electric current flowing from the n-side to the p-side; this current is called a
photocurrent. The generation of the photocurrent results in the shift of the I-V characteristic
of the photodiode as shown in Figure 2. Therefore, the I-V characteristic of a photodiode is

expressed as,

1= 1 [exp (L) = 1] = Iy @)

where, the first term is the Schottky Equation that described the ideal I-V characteristics
with Is being the saturation current, k the Boltzmann constant and T the operating

temperature, and the second term, Iy, is the photocurrent.
I

1
1
I
1
1
1
1
I
]
]
!
!
1
I
I

m
@

z5
=
1
o
a

(a) (b)

Fig. 2. Photogeneration in a p-n junction: (a) the built-in electric field driving the
photogenerated carriers from the depletion region away from the junction, and (b) shifting

of the I-V characteristic due to the photogenerated current, Ipp.

4.3 Basic modes of operation
A photodiode can be operated in three basic modes: open circuit mode, short circuit mode,

and reverse bias (or photoconductive) mode. The circuit diagrams of the three different
basic operating modes are shown in Figure 3.

Open circuit (OC) mode is also known as photovoltaic mode. As the name implies, in this
mode, the terminals of the photodiode is connected an open circuit. In this mode, there is no
net current flowing across the photodiode, but due to the photogenerated current, a net
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voltage is created across the photodiode, called the open circuit voltage, Voc. In reference to
Figure 2(a), the photodiode is operating at the point where the I-V characteristic curve
intersects the x-axis.

ISC

+
PD ;EZ Voo PD ;XZ PD 7 Z =

]

(@) (b) ()

Fig. 3. Basic operating mode of a PD: (a) open circuit mode, (b) short circuit mode, and (c)
reverse-bias mode.

In contrast, in the short circuit (SC) mode, the terminal of the photodiode is short-circuited.
This allows the photogenerated current to flow in a loop as illustrated in Figure 3(b). In
Figure 2(b), this is represented by the point at which the I-V characteristic curve intersects
the y-axis. The current that flows in the loop in SC mode is also known as the short circuit,
Is, and it has the same magnitude as Iph.

In reverse bias mode, a reverse bias is applied across the photodiode as shown in Figure
3(c). Therefore it is operated in the lower left quadrant of Figure 2(b). Note that by applying
a bias voltage, the potential difference across the p-n junction changes to Vo - V, and the
balance between drift and diffusion in the p-n junction also changes. This will affect the
depletion width (W) and E as well. The dependence of W on the bias voltage can be
described by,

W =KWV, —-V)™ ®)

where, K is a constant, and #7; depends on the junction geometry (m; = 1/2 for a step junction
and m; = 1/3 for a linear junction). Therefore, operating in reverse bias has the effect of
increasing W. The increase in IV is not as great as the change in the potential difference,
because m;j < 1, so E should also increase. From the point of view of charge distribution and
Gauss’s Law, a wider depletion region exposes more of the ionic space charge, which in turn
increases the electric field.

The widened depletion region under reverse bias creates a greater photogeneration region,
while the stronger E increases the drift velocity of the photogenerated carriers. In principle,
the drift velocity increases in proportion with E, so even with an increase in W given by
Equation (5), the transit time (the average time that a drifting carrier to reach the end of the
depletion region) is reduced. Therefore signal loss due to recombination in the depletion
region is reduced. Because of these beneficial effects, reverse bias operation is often
preferred.
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4.4 Dark current

4.4.1 Saturation current — diffusion of minority carriers

As shown in Figure 2(b) there exist a small current under revers bias in the I-V characteristic
even in dark condition. This dark current is caused by saturation current, Is. On the
boundaries of the depletion region, minority carriers (electrons on the p-side and holes on
the n-type side) can diffuse into the depletion region. Because of the built-in electric field,
these diffused minority carrier may drift across to the depletion region; this is a source of the
saturation current. Therefore, in photodiodes there exist a dark current; however, the
diffusion process is not the only contribution the dark current.

4.4.2 Generation-recombination current

Apart from the diffusion contribution to the dark current, carriers that are generated by
thermal excitation inter-band trap (defect) states in the depletion region can also have a
contribution to the dark current. This trap-assisted process is essentially the reverse of
Shottky-Read-Hall (SRH) recombination. Just like the photogenerated carriers, carriers
created by trap-assisted generation in the depletion region can also be swept away from the
depletion region by drift before they can recombine and form part of the dark current. This
dark current contribution is known as the Generation-Recombination (G-R) current, and it
can be more significant than the diffusion contribution.

4.4.3 Tunneling currents

Under sufficient reverse bias, the Ec on the n-side can fall below Ey on the p-side. In this
condition, there is a finite possibility that an electron in the valence band of the p-side can
tunnel through the bandgap into the n-side conduction band. This process is call direct
tunneling or band-to-band tunneling. If sufficient numbers of direct tunneling events occur, its
contribution to the dark current will be measurable.

Tunneling can also occur through an inter-band trap (defect) state. Due to thermal
excitation, a carrier can be trapped in one these states. If this state exists in the depletion
region, and sufficient reverse biased is applied, a trapped electron from the valence band
can have energy higher than Ec, and tunneling into the conduction band can occur. This is
called trap-assisted tunnel.

4.4.4 Surface leakage current

Due to the interruption of the crystal lattice structure, there can be a high density of surface
charge and interface states at the physical surface of a device. The surface charge and
interface states can affect the position of the depletion region, as well as behaving as
generation-recombination centers. Therefore, the surface of a device can introduce another
contribution to the dark current called surface leakage current. Passivation of the surface can
be used to control the surface leaking current. This is usually achieved by adding a layer of
insulator such as oxide to the surface.

4.4.5 Frankel-poole current

When a sufficiently large electric field is applied to an insulator, it will start to conduct. This
is called the Frankel-Poole Effect. This effect is caused by escape of electrons from their
localized state into the conduction band. Therefore, the Frankel-Poole Effect can occur in a
semiconductor as well. When a sufficiently large reverse bias is applied across a p-n
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junction, electrons generated by the Frankel-Poole Effect can also have a contribution to the
dark current.

4.4.5 Impact ionization current

Under reverse bias, the motion of carriers in the depletion can be described as a drift where
the carriers are repeatedly accelerated by the electric field and collide with the atoms in the
crystal lattice. Under strong reverse bias, the acceleration between collisions can be large
enough for a carrier to obtain the energy required to dislodge a valance electron to create a
new electron-hole pair. This process is known as impact ionization and it can generate new
carriers that contribute to the reverse bias current. When the applied reverse bias is beyond
the breakdown voltage, V4, impact ionization becomes a dominant factor of the photodiode
behavior, and the photodiode is said to be operating in avalanche mode.

4.4.6 Summary of dark current

Table 1 summarizes the different dark currents and their dependence. When these dark
currents are taken into consideration, the photodiode no longer follows the ideal diode
characteristic. A detailed discussion on dark current can be found in [39].

Process Dependence
Diffusion o exp (_ %)
Ny
Band-to-band tunneling « V2exp (_ %)
N2
Trap-assisted tunneling  exp (_ %)
Surface Leakage o« exp (— 2‘%)
Frankel-Poole o« Vexp (— g)
. . (4
Impact Ionization o exp (_ ;)

Table 1. Summary of dark current dependence, where g, a’, b and c are constants.

4.5 Noise

There are two basic noise generating mechanisms in a photodiode: the statistical fluctuation
in the number of carriers and photons, and the random motion of the carriers. The statistical
fluctuation in particle numbers is the cause of shot noise. The root mean square of the
current fluctuation due to shot noise is

ish, rms = 2q Iavg Af (6)
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where, I, is the average signal current and Af is the bandwidth of the signal. The signal-to-
noise ratio (SNR) of shot noise is given by,

_ lavg
SNR =1 2% @)
The random movement of carriers produces thermal noise also known as Johnson-Nyquist
noise. The root mean square of the current fluctuation due to Johnson-Nyquist noise is

. 2KTAf
lsh, rms = TR, 8

where, R; is the load resistance.

4.6 Capacitance and dynamic esponse

In high-speed light detection application of the photodiode, the dynamic response of the
photodiode is of the utmost importance. The dynamic response of the photodiode depends
on the drift velocities of the photogenerated carriers, the junction capacitance that is
associated with the space charge in the depletion region, and the diffusion of
photogenerated carriers from the quasi-neutral regions into the diffusion region. The delay
related to the drift can be characterized by a transit time, the amount of time that it takes a
photogenerated carrier to reach the quasi-neutral region. It is simply given by,

tir = Varie X = HEx )

where, v4rirt is the drift velocity, x is the distance from the point of photogeneration to the
quasi-neutral region, and y is the mobility of the carrier. Then, the longest possible transit
time is,

tir(max) = uEW. (10)

Another delaying factor is due to the bias voltage dependence of the depletion layer width.
A change in bias voltage will change the depletion region width as described by W=K(V, —
Vymi Equation (5), which in turn changes the amount of exposed space charge. This
change in the amount of space charge due to a change in the bias voltage can simply be
modeled by the junction capacitance. The junction capacitance is given by,

CPD = W (11)

where, ¢is the dielectric constant, A is the cross-sectional area of the p-n junction.
Photogenerated carriers in the quasi-neutral region are normally lost by recombination.
However, on occasion, the minority species of the photogenerated electron-hole pair can
diffuse into the depletion region and contribute to the photogenerated current. Although the
contribution to the overall signal by these carrier diffusion is small, a delay due to this
diffusion process is observable [40, 41]. The time that takes a minority carrier in the quasi-
neutral region to diffuse into the depletion region is approximately,

2

taifr = Z_D (12)

where, x is the carrier’s distance to the depletion region boundary, and D is the diffusion
constant.
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5. Accumulation mode for signal integration in imaging

The basic operating modes are very useful for real time measurement of light intensity that
falls on a photodiode. However, in imaging applications, an integrated signal from the
photodiode is often preferred. The integrated signal from the accumulation of
photogenerated charge provides a form of statistical binning. This statistical binning not
only provides a stronger accumulative signal, but the accumulative signal is a more faithful
representation of light intensity that falls on the pixel within the time period of signal
integration than an instantaneous measurement, especially for weak or noisy signals.
Moreover, in imaging applications, the integration period of the pixels can be synchronized
using a shutter. In this case, the stored charge can then be read one by one after the
exposure. The result is an image.

Charge accumulation can be achieved in the accumulation mode, and it is used in CCD and
CMOS imaging.
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Fig. 4. An abstract representation of a circuit for accumulation mode operation of a
photodiode

Figure 4(a) shows an abstract representation of a circuit for operating a photodiode in
accumulation mode. This circuit represents the circuit element of a pixel in an imaging
array. The goal of the circuit is to accumulate the photogenerated carriers (as charge) within
a set period of time and readout the amount of charge collection as the voltage Vou. Here is
a description of an operation cycle, assuming that there is an optical shutter for exposure
control:

1. To begin, the reset switch is closed. The photodiode is in reverse bias, and Vp= Vpp.

2. The reset switch opens, follow by the shutter. Vp starts to drop.

3. After tin, the shutter closes, followed by the read switch, and Vou: = Vp.

4. Read switch opens, and then reset switch closes. Circuit returns to initial state.

To measure the light intensity of the pixel for single image, only one cycle of operation is
needed. To measure a series of images (e.g. in video recording), the operation cycle can be
repeated continuously. During the integration phase, the rate of voltage drop depends on
Iph, Ig and Cpp, which can be described by the following differential equation,
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dﬁ _ _Iph+ld (13)

dt Cpp

Note that Cpp varies with the bias voltage. As discussed in [42], this voltage drop is usually
linear for a wide range of values below Vpp. Therefore, the voltage readout at the end of the
integration period can be used as a measurement of the amount of light that has fallen on
the pixel during the integration phase.

6. CMOS active pixel sensing

There are many ways to implement CMOS pixel sensing using accumulation mode. The
simplest active pixel sensing implementation is the T3-APS, as shown in Figure 5. In this
implementation, a MOSFET is used to control the reset current. Another MOSFET is used as
a source follower (SF) to keep the output voltage the same as Vp, and the control of the
readout is control by yet another MOSFET (Select). The SF-FET prevents discharge during
the readout; therefore it is possible to re-read the same pixel twice without losing Vp.
Because of difficulty in suppressing thermal noise and other design limitations [43-45], the
T3-APS has been superseded by other implementation such as T4-APS [43, 44, 46].

V Read
PD Bus

—[ sF

aE

Select

Fig. 5. T3-APS implementation of CMOS pixel sensing.

7. P-i-N photodiode

Increasing the active region where the signal generating photogenerated carriers originated

from should in principle increase the collection efficiency. Previously, increasing the active

region by increasing W through reverse biased was discussed. To further increase the active

region, the device geometry can be altered to include an intrinsic region between the p-type

and n-type regions, as shown in Figure 6, this results is a p-i-n junction.

Figure 6(e), shows a band diagram of a p-i-n junction under reverse bias. Under reverse bias,

certain assumptions can be made because the external field has driven almost all the carriers

from the intrinsic region [47]. These assumptions are,

¢ No net charge in the intrinsic region.

e A very narrow depletion region on the doped side of each of the doped-intrinsic
junctions.

With these assumptions, the depletion layer width is simply the width of the intrinsic

region; the electric field in the intrinsic region is simply,
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qVo—V

E= ,
w

(14)

and the junction capacitance is given by Equation 11.

Consequently, the p-i-n photodiode under reverse bias can have a Cpp smaller than a p-n
junction photodiode, but the wider depletion region also implies a longer transit time.
Therefore, transit time becomes the dominant limiting factor in the speed the device, and
operating the device under sufficient reverse bias is essential, and quick estimation in [41]
shows that the transit time of a carrier to cross the intrinsic layer is on the order 0.1 ns.
Moreover, to optimize for quantum efficiency without sacrificing speed, it is common
practice to design the intrinsic layer thickness to be larger than absorption length given by
o-1, but not much more [41]. Further discussion on p-i-n photodiodes can be found in
references [40, 41].
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Fig. 6. (a) Structure, (b) carrier distribution, (c) charge distribution, (d) electric field, and (e)
band diagram of P-I-N junction under reverse bias.

8. Avalanche photodiode

The avalanche photodiode (APD) is the solid state equivalent of a photomultiplier tube. Its
main application is for detection of weak optical signal such as single photon events. The
APD exploits the impact ionization of carriers by photogenerated carriers under extremely
high reverse bias. During its operation, carriers that trigger impact ionization and the
carriers that are generated by impact ionization continue to drift to cause more impact
ionization events to occur. The result is a cascade of impact ionization events that produces
an avalanche effect to amplify the photogenerated current. The amplification of the current
is given by a multiplication factor, M = Inpn / Iph. It is fundamentally related to the
ionization coefficients of the carrier by the follow Equation,

1_

1-— fOW ap exp [— f;v(an - ap)dx’] dx (15)
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where, &, and ¢ are the ionization coefficients of the electrons and holes respectively [48].
Empirically, it can be approximated by,

_t

v n
(%)
where, n is material dependent parameter [49]. When taking the dark current into account, it
becomes

M= (16)

_r
v-IRr\"

1_( VBD )

where, I is the total current following through the APD, and R’ is the differential resistance

observed in junction breakdown [50]. Because the random nature of impact ionization, APD
suffers from another form of statistical noise call excessive noise [41]. It is given by,

M= 17)

F=M [1 ey (%)2] (18)

where, k is the ratio &,/ o.

An APD can also be operated in Geiger mode under reverse bias beyond the breakdown
voltage. In this case, an electron-hole pair generated by a single photon will trigger the
avalanche effect that generates a large current signal. Therefore, photon counting (like
particle counting with a Geiger counter) can be achieved in Geiger mode. An APD that can
operate in Geiger mode is also known as a single photon avalanche diode (SPAD).

Metal Light Shield

Cathode Anode  \yindow Anode Cathode

Active
Region

Guard Ring

Deep N-tub

Fig. 7. The cross-section of a SPAD CMOS sensor [51] showing the guard ring surrounding
the active region.

Because APDs operate in or near the breakdown region, a physical feature known as a
guard ring around the active region is used prevent surface breakdown, as shown in Figure
7. Moreover, the high reverse bias voltage required to produce the avalanche effect had
hindered the incorporation of CMOS technology with APD. In 2000, Biber et al. at Centre
Suisse d’Electronique et de Microtechnique (CSEM) produced a 12x24 pixel APD fabricated
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in standard BiCMOS technology [52, 53]. Since that pioneering work, there has been a
steady growth in the development of CMOS APD [54-56] and CMOS SPAD [51, 57-61] for
application such as fluorescence sensing [51, 62, 63] and particle detection [64].

9. Mask-level layout and structure

Mask-level layout is the process in which integrated circuits (IC) are defined in terms of
their fabrication layers. In this process, a circuit is defined in terms of the functional layers
that are later fabricated at a foundry. The designer specifies sizes, locations, connections and
spacings of all of the devices in a circuit. The term “mask-level” means that the design
results in specifications for the lithographic masks used to make the IC.

Mask-level layout is done using specialized computer-aided design (CAD) tools, such as
CADENCE, L-Edit, or the venerable Magic. The process is essentially one of drawing
colored boxes or other shapes, and “connecting” them by drawing other boxes. The view of
design is as one looks at an IC held in one’s hand; for example, see Figure 8 to compare the
mask-level layout and the fabricated circuit itself.

The layout of a circuit involves the placement of shapes, where the shapes are predefined
layers; the layers are represented as different colors or shadings or fill. For example, a P-type
MOSFET is shown with the layers labeled in Figure 9. These layers, in addition to other
metal layers and, in some processes, another poly layer are available for circuit design. The
designer controls the sizes of all of the components (wires, capacitors, transistors, etc.), how
they are connected and their location. How large or small these components can be, how
close to other layers, and whether layers can overlap are all determined by the design rules
for the particular technology. The CAD tools used for layout will have these rules available
and can aid the designer by indicating when these rules are violated. The rules help to
ensure that the circuit can be fabricated without the fabrication process itself causing the
circuit to fail. These failures are a result of limitations in the lithography process that can
create undesired short circuits or open circuits. However, the layout tools by themselves do
not guarantee proper functionality; the designer must perform a circuit verification step in
which the layout is compared to the original circuit to verify that the two match. See [65] for
additional information on layout.

What is clearly missing in this process is the third dimension, which is the depth into the
substrate or height above the substrate. Since designers have no control over depths or
heights, it is “hidden” from the designer in the CAD tools and ignored. While, for integrated
photodetectors, the depths of the p-n junctions are critical, the designer still does not have
control over these in a standard CMOS fabrication process. Also, it should be noted that
most processes are an n-well/p-substrate process, and we will assume that for the
discussion of photodetector devices.

The simplest structure is the vertical p-n photodiode; it can be formed as a p+ region in an
n-well (Figure 10) or as an n+ region in a p-substrate (Figure 11). The uncovered active area
is the region that is intended to be the photon collection area. To prevent unwanted charge
carrier generation, other regions of the IC should be covered in a metal layer (see Figure 12).
It is also possible to create a p-n photodiode using n-well/p-substrate; the difference with
this type of device is that the p-n junction is quite a bit deeper than the junction for the p+
active or n+ active devices. As discussed previously, this can affect the wavelength
sensitivity of the device.
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Fig. 8. (a) Mask-level layout of a circuit. (b) Microphotograph of the fabricated circuit shown
in (a).
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Fig. 9. Mask level layout with layers labeled.
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Fig. 10. CMOS-based photodiode: p+/n-well.
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Fig. 11. CMOS-based photodiode: n+/p-substrate.
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Fig. 12. Photodiode with metal-2 layer as a shield to block photons from reaching the
substrate.

In order to create a dense array of photodiodes, as needed for a high-resolution imaging
device, the ratio of the area designated for the collection of light to the area used for control
circuitry should be as high as possible. This is known as the fill-factor. Ideally, this would be
unity, but this is not possible for an imaging device with individual pixel read-out. Thus,
actual fill-factors are less than one. A layout of the APS pixel as shown in Figure 5 is shown
in Figure 13 . The fill factor of this 3 transistor pixel is 41% using scalable CMOS design
rules. The metal shielding of the circuitry outside of the photodetector is not shown for
clarity; in practice, this shielding would cover all non-photoactive areas and can also be
used as the circuit ground plane.
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In order to create an array of imaging pixels, the layout not only requires maximizing the
active photodetector area, but also requires that the power (VDD), control and readout wires
be routed so that when a pixel is put into an array, these wires are aligned. An example of
this is shown in Figure 14.

SE

Fig. 13. Layout of the T3-APS pixel as shown in Figure 5.

A slightly more complex structure is the buried double junction, or BDJ, photodiode [66].
The BD]J is formed from two vertically stacked standard p-n junctions, shown in Figure 15.
The shallow junction is formed by the p-base and N-well, and the deep junction is formed
by the N-well and P-substrate. As discussed previously, the depth of each junction is
determined by the thickness of the p-base and n-well. Incident light will be absorbed at
different depths, so the two junctions will produce currents based on the wavelength of the
incident light. The current flow through two junctions is proportional to the light intensity
at the junction depth. An example layout of the structure is shown in Figure 16.
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Fig. 14. Simple 3x3 arrays of pixels shown in Figure 13. Notice that the wires align vertically
and horizontally.
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Fig. 15. Cross-sectional view of the BD]J (not to scale).
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Fig. 16. Layout of a 24pm x 24pm BDJ photodiode in the AMI 1.5pm process.

The final structure we will discuss is the phototransistor. Typically, a phototransistor can
produce a current output which is several times larger than a same area size photodiode due
to the high gain of the transistor. However, a major drawback of these phototransistors is
their low bandwidth, which is typically limited to hundreds of kHz. Additionally, the
current-irradiance relationship of the phototransistor is nonlinear, which makes it less than
ideal to use in many applications. Like the photodiode, there are a number of possible
configurations for the phototransistor in a standard CMOS process, such as the vertical p-n-
p phototransistor and lateral p-n-p phototransistor [67-71].

A cross-section of a vertical p-n-p phototransistor is shown in Figure 17 and an example
layout is provided in Figure 18.
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Fig. 17. Cross-sectional view of a vertical p-n-p phototransistor (not to scale).
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Fig. 18. Layout of a 60 x 60 um vertical p-n-p phototransistor.

10. Current trends in performance optimization

10.1 Tune device responsivity

In a standard CMOS technology, a photodiode can be formed using different available
active layers, including n-active/p-substrate, p-active/n-well and n-well/p-substrate, to
form a p-n junction. In a photodiode, the photo-conversion mostly takes place in the
depletion region where an incident photon creates an electron and hole pair with the
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electron passing to the n-region and hole to the p-region. Hence, varying the depth at which
the depletion region forms in the silicon wafer would control the performance of the
photodiodes in terms of responsivity and quantum efficiency. Also, varying the width of the
depletion region by appropriately applying a reverse bias to the photodiode, one could
control the response time of the detector. A wider depletion region reduces the junction
capacitance of the p-n-junction and improves the response time of the detector.

Here, we will aim to understand the effect on responsivity and external quantum efficiency
on the design of photodiode structures. Given that all materials in a standard CMOS process
are set by the manufacturer, the external quantum efficiency, which takes into account only
the photon-generated carriers collected as a result of the light absorption or, in other words,
the useful portion of signal generated by interaction of light and photodetector, is more
relevant. The external quantum efficiency depends on the absorption coefficient of the
material, a (units: cm?) and thickness of the absorbing material. Assuming that the entire
incident light is absorbed by the detector, if the photon flux density incident at the surface is
®@,, then the photon flux at depth, x, is given by Beer’s law (Equation 1) [72].

The external quantum efficiency is also a function of wavelength of the incident light. Thus
in a CMOS photodiode, one can strategically chose the depth of the location of the depletion
region to which photons are likely to penetrate and thereby optimize the photodetector to
provide high absorption for particular spectrum of wavelengths. In practical optoelectronic
systems development, responsivity, that is defined as the output current divided by the
incident light power, may be a more relevant performance metric. Responsivity is related to
quantum efficiency by a factor of hu/g, where, g is the electron charge, & is Planck’s constant,
and u is the frequency of the incident photon. The spectral response curve is a plot of
responsivity as a function of wavelength.

Thus, to optimize a silicon photodiode structure for detecting blue wavelengths, the
depletion region should be near to the silicon surface. For red wavelengths, the depletion
region should be placed deeper in the silicon substrate. Based on this idea, Yotter et al. [73]
have compared photodiode structures (p-active/n-well and n-well/ p-substrate) to develop
photodiodes better suited for blue or green wavelengths for specific biosensing applications.
The blue-enhanced structure used interdigitated p+-diffusion fingers to increase the
depletion region area near the surface of the detector, while the green-enhanced structure
used n-well fingers to increase the depletion region slightly deeper within the substrate.
Bolten et al. [74] provided a thorough treatment of the photodiode types and their
properties. They reported that in a standard CMOS process n-well/p-substrate structure
provides relatively better quantum efficiency for biosensors operating in visible
electromagnetic spectrum.

Using the properties that external quantum efficiency varies as a function of wavelength of
the incident light and Beer’s law, many research groups reported the use of buried double p-
n junction (BDJ) and buried triple p-n junction structures, which can be implemented with a
standard CMOS process, for monochromatic color detection [75, 76]. The BD]J structure has
two standard p-n junctions (p-base/n-well/p-substrate) are stacked vertically in the CMOS
chip. For the BD] detector, we obtain I, (only from top p-n junction) and Ipetom (sum of
currents from top and bottom p-n junctions) from the detector. The current ratio, Iiop/Tsp-
Ivottom can be used for the color/ wavelength measurements. The CMOS BD]J detector has
been used for fluorescence detection in microarrays [77], and for the detection and
measurement of ambient light sources [78]. The BDJ color detectors have been used in many
chemical and biological sensors such as seawater pH measurement [79] and volatile organic
compounds detection [80].
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10.2 Monolithic integration of photonic devices on photodetectors

10.2.1 Microlens and microfilters

Most CMOS image sensors are monochrome devices that record the intensity of light. A
layer of color filters or color filter array (CFA) is fabricated over the silicon integrated circuit
using a photolithography process to add color detection to the digital camera. CFA is
prepared by using color pigments mixed with photosensitive polymer or resist carriers.
Many recent digital color imaging systems use three separate sensors to record red, green,
and blue scene information, but single-sensor systems are also common [81]. Typically,
single-sensor color imaging systems have a color filter array (CFA) in a Bayer pattern as
shown in Figure 19. The Bayer pattern was invented at Eastman Kodak Company by Bryce
Bayer in 1976 [82]. This CFA pattern has twice as many green filtered pixels as red or blue
filtered pixels. The spatial configuration of the Bayer pattern is tailored to match the
optimum sensitivity of human vision perception. Imager sensors also include microlenses
placed over the CFA to improve the photosensitivity of the detection system and improve
the efficiency of light collection by proper focusing of the incident optical signal over the
photodetectors [83]. A microlens is usually a single element with one plane surface facing
the photodiode and one spherical convex surface to collect and focus the light. Thus, as
photons pass through the microlens and through the CFA filter, thus passing only
wavelengths of red, green, or blue color and finally reach the photodetectors. The
photodetectors are integrated as part of an active pixel sensor to convert the incident optical
signal into electrical output [84]. The analog electrical data from the photopixels are then
digitized by an analog-to-digital converter. To produce a full color image, a spatial color
interpolation operation known as demosaicing is used. The image data is then further
processed to perform color correction and calibration, white balancing, infrared rejection,
and reducing the negative effects of faulty pixels [85, 86].

Microlens

B Red

B Green Substrate
B Elue
Bayer Filter Pattern Imager Photodiode cross-section

Fig. 19. Bayer film pattern and microlenses integrated onto a device.

One of the first example of a monolithic microlens array fabricated on the MOS color imager
was done using photolithography of a polymethacrylate type transparent photoresist [87].
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In commercial camera production, glass substrates are typically used as carrier and spacer
wafers for the lenses and are filled with an optical polymer material which is
photolithographically patterned to form the microlenses. A fairly straightforward method
used in many microlens implementations is to photolithographically pattern small cylinders
of a suitable resin on a substrate. The small cylinders are then melted in carefully controlled
heating conditions. Hence, after melting they tend to form into small hemispheres due to
surface tension forces. However, molten resin had a tendency to spread such that lens size
and spatial location is difficult to control. A well-defined spherical surface for the microlens
is required to achieve high numerical aperture which improves the image sensor efficiency.
Different techniques are used to control the spherical shape and spatial location of the
microlens including pre-treatment of the substrate to adjust the surface tension to control
the reflow of the microlens [88] and use of microstructures such as pedestals to control the
surface contact angle [83]. In more recent processes the glass substrates are eliminated and
instead microlenses are made with polymer materials that are molded using master stamps.
The molded polymer microlenses are cured with ultra violet exposure or heat treatment. By
replacing the glass substrates, wafer-level system manufacturers face fewer constraints on
the integration optics and imager integrated circuit enabling the production of compact and
efficient imager sensors.

10.3 Waveguides, gratings, and couplers

In this section, we will concentrate on understanding device architectures that deal with
monolithic integration of photonic waveguides, gratings and couplers with CMOS
photodetectors for applications in optoelectronics to improve quantum efficiency, spectral
response selectivity, and planar coupling and guiding of light signals to on-chip
photodetectors. CMOS photodetectors operate only in visible and near infra-red region
between 400nm and 1.1pm of the electromagnetic spectrum. There are applications in
sensing and optical communications in this wavelength region where silicon or CMOS
photodetectors can offer low-cost and miniaturized systems. Monolithic integration of
photonic components with silicon/CMOS photodetectors started as a major research area
since early 1980’s [89-92]. It is advantageous that a monolithic integrated optoelectronic
system on silicon use materials typically employed in CMOS-technology. The dielectrics
available in CMOS are favorable as the light guiding layer for wavelengths in the visible
and near infrared region. The available materials in CMOS processing technology to
develop the photonic devices include layers such as silicon nitride [3], Phospho-Silicate
Glass (PSG) —SiO, doped with P,Os [4] or silicon oxynitride layers deposited as
insulating and passivation layers. Confinement of light is achieved by an increased
refractive index in the light guiding film, compared to silicon oxide. The first proposed
CMOS compatible devices were based on wusing silicon oxynitride waveguides
sandwiched with silicon dioxide (SiO») layers [93-95].

System-level integration is commonly used in compact spectrometers with Lysaght et al.
[96] [97] first proposing a spectrometer system in the year 1991 that would integrate silicon
photodiode array with microfabricated grating structures for diffraction of the incident light
signals and subsequent detection of the optical spectrum components by the silicon
photodiode array. More recent and commercial available compact spectrometers use a
CMOS line array. Csutak et al. [98] provided an excellent background for related work done
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prior to their research article. After considering the absorption length of silicon and required
bandwidth for high-speed optical communications, the improvement of quantum efficiency
of the photodetectors remains an important challenge.

10.4 Biosensors on CMOS detectors

Many research groups are working on the idea of contact imaging systems for imaging or
detection of a biological specimens coupled directly to the chip surface which was first
proposed by Lamture et al. [99] using a CCD camera. As the photodetector components in
biosensors, CMOS imagers are preferable to convert the optical signals into electrical signals
because of monolithic integration of photodetection elements and signal processing circuitry
leading to low cost miniaturized systems [100, 101]. In 1998, a system termed as
bioluminescent-bioreporter integrated circuit (BBIC) was introduced that described placing
genetically engineered whole cell bioreporters on integrated CMOS microluminometers
[102]. In a more recent implementation of BBIC system includes sensing low concentrations
of a wide range of toxic substances such as salicylate and naphthalene in both gas and liquid
environments using genetically altered bacteria, Pseudomonas fluorescens 5RL, as the
bioreporter [103]. BBIC system operates on the basis of using a large CMOS photodiode
(147 mm?2 area using n-well/p-substrate structure) for detection of low levels of
luminescence signals by integration of the photocurrent generated by the photodiode over
time and a current-to-frequency converter as signal processing circuit to provide a digital
output proportional to the photocurrent.

Recent implementations of contact imaging include using custom-designed CMOS imagers
as platform for imaging of cell cultures [104] and DNA sequencing [105, 106]. Now
researchers are working on the integration of molded and photolithographically patterned
polymer filters and microlenses with CMOS photodetectors and imagers towards complete
development of miniaturized luminescence sensors. Typically, luminescence sensors require
an optical excitation source for exciting the sensor materials with electromagnetic radiation
and a photodetector component for monitoring the excited state emission response from the
sensor materials at a higher wavelength electromagnetic spectrum that is filtered from the
excitation input. The next step towards convenient monolithic integration of filters,
biological support substrates, and microfluidic interfaces create interesting challenges for
engineers and scientists. A recent report discusses the approach of using poly(acrylic acid)
filters integrated with custom-designed CMOS imager ICs to detect fluorescent micro-
spheres [107]. Polydimethylsiloxane (PDMS) could offer a more versatile material to
fabricate lenses, filters, diffusers and other components for optical sensors [108]. PDMS is a
silicone-based organic polymer that is soft, flexible, biocompatible and optically transparent
and well amenable to various microfabrication techniques. PDMS can be doped with apolar
hydrophobic color dyes such as Sudan-I, -II or -III to form optical filters that work in
different regions of visible electromagnetic spectrum [109]. The Authors group recently
proposed a prototype compact optical gaseous O, sensor microsystem using xerogel based
sensor elements that are contact printed on top of trapezoidal lens-like microstructures
molded into PDMS that is doped with Sudan-II dye as shown in Figure 20 [110]. The
molded PDMS structure serves triple purpose acting as immobilization platform, filtering of
excitation radiation and focusing of emission radiation onto the detectors. The PDMS
structure is then integrated on top of a custom design CMOS imager to create a contact
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imaging sensor system. The low-cost polymer based filters is best suited for LED excitation
and may not be able to provide optimum excitation rejection performance when laser
radiation is used for excitation. As a more traditional alternative, Singh et al. [111] proposed
micromachining a commercially available thin-film interference filter and gluing it to the
CMOS imager die.

Xerogel based

Fig. 20. Fabricated microlenses and xerogel sensors.

11. Optical sensor chip with Color Change-Intensity Change Disambiguation
(CCICD)

In this section we present a CMOS-sensor chip that can detect irradiance and color
information simultaneously. Compared with other BDJ-based systems [112-114], this system
includes an irradiance detection pathway that can be used in combination with the color
information to provide color change -intensity change disambiguation (CCICD). The
irradiance detection pathway is based on the work by Delbruck and Mead [23] with a single
standard CMOS photodiode (see Figure 21). Thus, this pathway can function ambient light
conditions without an additional light source, is more robust to background light changes,
has a higher bandwidth for time-varying signals, and has the ability to emulate adaptation
to background light levels, which is an important phenomena found in biological visual
systems. The color detection pathway consists of a BDJ photodetector and subsequent
processing circuitry to produce a single voltage as the chip output without additional
external circuitry. The BDJ produces two currents which are used as inputs to individual
logarithmic current to voltage converter circuits whose outputs are converted to a voltage
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difference using a differential amplifier. The output of this pathway is a single voltage that
represents the color of the input signal, with better than 50nm resolution. Both pathways are
integrated on the same IC.

Color detection pathway

.............................................................................................. -
I _| Logarithmic | Log(l4)=V
Iy Vcolor_out
A I Differential Amplifier
Current 2 | Logarithmic
Subtractor I-V Convertor| Log(l,)=V,
Source ‘ Cascode Y
Follower Amplifier lum_out

Irradiance detection pathway

Fig. 21. Block diagram of the sensor chip pathways (from [115]).

The irradiance detection pathway out is shown in Figure 21. The response of the irradiance
detection pathway circuit is logarithmic over the measured irradiance range spanning
nearly 3 orders of magnitude.
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Fig. 24. Output of the color detection pathway as a function of incident power (from [115]).

From the experimental results, we can see that the output voltage is larger for longer
incident light wavelengths (see Figure 23). So, for a practical implementation based on this
chip, a look-up table can be used to map the output voltage to the incident wavelength.
Moreover, from Figure 24, the changes in the output voltage caused by irradiance change
will not cause confusion between which color (primary wavelength) is detected; the R, G
and B curves will not overlap for a normal operating range of irradiance. The reason for this
performance is because the 12/I1 ratio from the BDJ is (ideally) independent of light
intensity.
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1. Introduction

Complementary metal-oxide-semiconductor (CMOS) image sensors (CIS) are widely used in
applications such as mobile equipment, PC cameras, and portable digital cameras due to
their low power consumption and low cost. Today, CIS pixel sizes are being continuously
reduced, down to the 1.0 g m level in 90-nm CMOS, as industrial applications require
higher pixel density. The industry requests, however, continued good performance even
when the pixel dimensions are further reduced. In particular, dark current in CIS is an
important parameter that determines the image performance in low light. The dark current
component can change the charge capacity in photo diodes (PD) and hence the output signal
as a function of location and time (J. P. Albert, 2001 and H.-S. Philip, 1998). An increase in
dark current can also affect the dynamic range due to an increase in shot noise (H.Y.Cheng,
2003). By suppressing the dark current, the fixed pattern noise of the imager and the white
pixel-defects can be reduced (K. A. Parulski, 1985). Photo diodes and pixel architecture of
image sensors have been optimized to reduce image artifacts and hence dark current. (N. V.
Loukianova, 2003; H.I.Kwon, 2004).

The key technology feature for high image-quality CMOS image sensor is the formation of a
low-leakage buried photodiode with a transfer gate (TG). The buried PD is a promising
concept to reduce the dark current. Many researchers reported that the vicinity of the
shallow-trench isolation (STI) to the PD is the main source of dark leakage. By designing
and characterizing special diode test structures, H. I. Kwon et al. (2004) demonstrated that
the dark leakage decreases as the distance between STI and PD increases. Takashi Watanabe
et al. (2010) showed that dark current can be improvefd by avoiding charge diffusion
injection from the PD to the substrate using an optimized well structure under the PD. The
effects of area, perimeter, and corner on lekage were, however, not separately investigated.
The buried floating diffusion (FD), on the other side of the pass transistor, was also studied
by H.I.LKwon et al. (2004) and K. Mabuchi, et al. (2004). H.I.LKwon et al. (2004) explained that
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the FD can be the source of increased dark currents in the single frame capture mode, even
though dark signal in the normal operation mode is negligible because the signal processing
time in the FD is very short compared to the integration time of the transfer gate. K.
Mabuchi, et al.(2004) explained that zero lag and zero noise can be achieved when the signal
electrons in the buried FD are completely transferred. There was no analysis done, however,
on image artifacts, called dark spots, originating from the buried FD in CMOS image
Sensors.

The following two sections of this chapter deal with technologies to reduce dark leakage in
buried photo diodes (Richard Merrill), and to reduce image artifacts in floating diffusions.
The discussion begins with the design of new diodes with surface and buried configurations
for photo diode and floating diffusion region. In the first section, the mechanism
accountable for leakage in diode structures and the dependence of leakage current on
electric field are discussed, explaining the importance of introducing a buried floating
diffusion to improve dark leakage. In the second section, the mechanism for image artifact
in floating diffusions is explained and a new method to avoid artifacts is suggested.

In this paper, leakage current was measured at diode structures with and without boron in
Si surface to analyze the difference between surface and buried PD by comparing activation
energy. Pinch off voltage and the charge pocket as a function of buried FD types are
examined. Simulation and image characterization are done to find out the source of the dark
spot. Finally generation mechanism for dark spot in CMOS Active Pixel Sensor (APS) is
explained.

2. Diode design and fabrication

The design and fabrication of photo diodes and floating diffusion are discussed
separately.

2.1 Design of surface and buried photo diodes

New test structures are designed to investigate potential sources of leakage at the area,
perimeter, and corner of surface and buried photo diodes.

A schematic cross-section of the surface and buried test structures is shown in Figure. 1(a).
The buried structure minimizes the surface leakage component as opposed to the surface
diode where interface-state generation increases leakage. Fig. 1(b) shows the top view of the
test structure with island cell, block, periphery (peri), and island-types. Here, island cell
includes the transfer gate and island type does not. The structures are designed to have
same area but different perimeter and number of corners to analyze edge and corner leakage
components and compare them with standard n+/pwell diodes of logic devices (Fig. 2). To
analyze the contribution from the area, perimeter, and corners, leakage current is measured
using test patterns with large area. Large area block diodes (area 60000 pm?, peri. : 910 pm,
corner : 4 ea) are designed to monitor the leakage current due to bulk and surface of the PD,
and perimeter finger type diodes (area : 60,000 pm?, peri., : 12,750 um, corner : 300 ea) are
designed to measure the leakage current by the sidewall junctions. Corner intensive type
diodes (area : 60,000 pm?, peri.: 24,000 um, corner : 4,800 ea) also are designed to monitor the
corner effect on photo diode. To compare the image quality with and without Si surface
effects, CMOS image sensors with 3.3um x 3.3um pixel size are fabricated using the
standard 0.18pum CMOS logic process.



Image Artifacts by Charge Pocket in Floating Diffusion Region on CMOS Image Sensors

103

Surface PD

p-layer
|m ntype
PD " psub F%
Buried PD

el

(@)

Island
ce

Block  Peri

(b)

Island

©)

Fig. 1. (a) Schematic cross-section of CMOS image sensor for surface and buried diode. (b)
(b) Top view for buried diode structure with island cell, block, peri, and island-types. (c)
Concept for test pattern to measure the leakage of diode.

N+pwell

Pwell

P-Substrate

@)

Block

(b)

Island

B EEE
HEEE
= E E =
HEEE
II(C)II

Fig. 2. (a) Shows the cross sectional view for standard n+/pwell diode structure. Fig. 2(b)
and 2(c) show top view of standard diode structure for block and island types, respectively.
Standard n+/pwell diodes constitute a reference for junction leakage characteristics.

2.2 Diode designs of floating diffusion

To evaluate the leakage characteristics of floating diffusion, two different structures are
designed, one with a top p-layer (Fig. 3a), and the other without a top p-layer (Fig. 3b). Both
floating diffusions are placed at a safe distance from the STI boundaries. The purpose of
adding a top p-layer to one of the buried diffusions is to suppress the surface leakage
component by reducing the spread of the junction depletion region into the surface.
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Fig. 3. Schematic cross-section of floating diffusion test structures. (a) with top p-layer. (b)
without top p-layer. The p-layer reduces the spread of junction depletion into the surface
and hence suppresses the surface leakage component.

2.3 Fabrication

The surface and buried photo diodes in Fig. 1 are fabricated in a typical 0.18um CMOS logic
technology. This includes shallow trench isolation, retrograde channel doping, dual gate
oxide (7OA/ 32A for 33 V/1.8 V) and self-aligned gate and source/drain. The diode is
formed by implanting an n-region at a phosphorus dose of 5.0E12 cm2 with 75keV while the
standard N+ source/drain is implanted with arsenic at a dose of 5E15 cm2 with 50keV.
After completion of the process, micro lenses are formed to evaluate the image quality by
focusing more light into pixels. Fig.4(a) shows the process sequence for photo diode and
floating diffusion region. Photo diode is fabricated after gate patterning. Floating diffusion
region as a buried type is applied prosperous implant after photo diode formation and then
processed boron implant before and after sidewall etching. In order to control doping
profile under the overlap region of transfer gate, two different kinds of concept are
processed as shown in Fig. 4(b). Process-1 means floating diffusion applying phosphorus
and boron in FDN and boron in FDP to control capacitance in FD region. This concept is
applied a large amount of Ph dose under the overlap region. But, in process-2, phosphorus
is applied separately in FDN and FDP step. Ph dose is applied smaller dose in FDN step to
control doping profile under the sidewall spacer region as a lower dose than process-1 and
is added at FDP step for the remaining dose to make same amount with process-1 which is
to control capacitance as the same target with process-1 at the non-overlap region. Thus,
boron dose is applied same dose on process-1 and process-2 at FDP step. P-layer dose has to
be decided to minimize the leakage and control total capacitance in floating diffusion on
both processes. Only difference between process-1 and process-2 is Ph dose under gate
overlap in FD side, which is to manage potential profile.
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Fig. 4. (a) Process sequence for photo diode and floating diffusion region. Floating diffusion
region was fabricated after photo diode process and p-layer region on FD was applied to
reduce leakage current. (b) Process condition with process schemes was compared. Total
dose for Ph_a and Ph_b in process-2 is the same amount with Ph in process-1
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3. Measurements and results

This section discusses the electrical characteristics with test pattern types and temperature
dependence that have become critical elements affecting image performance with PD and
FD structures in scaled CIS technology.

3.1 Photo diode

The new diode structures to monitor silicon surface effects and STI edge effects on PD are
evaluated. Characteristics such as dark leakage and activation energy are analyzed. Also,
the PD image performance is characterized to confirm the surface effects.

3.1.1 Junction leakage characteristics

The reverse leakage current was measured at room temperature 25°C. The reverse dark
current characteristics are shown for different diode configurations in Fig. 5(a). Good
leakage characteristic is found for standard n+/pwell diodes of block type (Fig. 1). Surface
diodes exhibit the highest leakage current. For a given reverse applied bias of 2.0V, the
standard n+/pwell diode of block type shows around one order of magnitude lower
leakage current than the buried diode even though the buried diode was formed at a lower
dose than the standard n+/pwell junction. Fig. 5(b) shows the reverse dark current
characteristics measured in photo diodes of different area, perimeter, and number of
contacts. The block type without the STI edge-effect shows the lowest leakage compared to
other structures. As shown in Fig. 5(b), current density of PD for perimeter and corner is
higher than that of the area type. Diode like pixel array shows highest leakage due to the
more corners when it compares with normal diode types.
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Fig. 5. Measured dark current. (a) Comparison of buried, surface, and standard diode types,
(b) Comparison of buried PD of different geometry (or of different area, perimeter and
number of corners).

To understand the difference between buried photodiodes and standard n+/pwell diodes,
the reverse leakage current was measured as a function of temperature from 25°C to 200°C
and analyzed with an Arrhenius plot by plotting log Ir/T? versus 1/T. Arrhenius plots are
shown in Fig. 6 for a reverse voltage of 2.0V. Standard n+/pwell diodes with block type
show the lowest temperature dependence of reverse current. The total diode area and
extracted activation energy (Ea) at two temperature ranges are given in Table 1. Activation
energies for all diodes are close to half energy gap (E;/2) at low temperature range, which
suggests that the reverse current is dominated by generation-recombination current
(H.D.Lee, 1998). For standard block-type n+/pwell diodes, at high-temperature range,
where the reverse current is dominated by diffusion, the extracted activation energy is 1.13
eV, which is approximately the energy gap, E;. However, the high-temperature activation
energy of surface diode is 0.80 eV, which is close to that of a standard n+/pwell diode of
island type. Also the high-temperature activation energy for a pixel-type buried diode is
around 0.83 eV, lower than Eg. As shown in Fig. 1(c), pixel-type buried diodes have a large
number of corners. It is therefore necessary to analyze corner effects in buried diodes.
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Fig. 6. Arrhenius plot of log Ir/ T3 versus 1/T for island-type diodes and standard n+/pwell
diodes.
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) Area Ea[eV] @ 2.0V
Diode type (pm2) tLecr)nV\I]) E iﬁ%
Broied P | 36,000 | 0.61 0.83
rface ™ | 18,000 | 0.60 0.80

NFPwell 1 49,580 | 0.59 1.13
NApwell | 5560 | 0.62 0.81

Table 1. Extracted activation energy.

To understand effects for block, perimeter, and corner with buried PD types, the reverse
leakage current is also measured as a function of temperature from 25°C to 200°C and
analyzed with an Arrhenius plot by plotting log Ir/ T3 versus 1/T. Fig.7 shows an Arrhenius
plots (log Ir/T? versus 1/T) for the leakage current at 2.0V reverse bias with buried PD
types. As shown in Table 2, E, at high temperature range shows a strong dependence of
diode structures. That is, E, decreases as a length of perimeter and a number of corners
increase. Buried PD of island-type and buried PD island-cell types show similar activation
energies. This means that the increase in leakage could be attributed to an increase in
perimeter and number of corners since surface and STI components is suppressed.
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Fig. 7. Arrhenius plot (log IR/ T? versus 1/T) as a function of pattern types of buried PDs.
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Buried | Area Peri | Corner Ea [eV]
PD Type| (ym?) | (um) | (ea) |(L/H-temp)

Block |60,000| 910 4 0.82/1.12

Peri 60,000(12,750| 300 0.65/1.02

Island | 60,000 (24,000| 4,800 | 0.66 / 0.97

Island

36,000|14,400| 2,880 | 0.61 /0.83
_cell

Table 2. Activation energy as a function of pattern types of buried PDs

Components of area, perimeter, and corners from each test pattern are defined in Table 2.
Three simultaneous equations are used to separately extract the contributions of area,
perimeter, and corners to the total leakage current. Fig. 8 shows the results of three
components which are extracted from leakage current data for the test pattern with block,
perimeter and corner structure.
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Fig. 8. Extracted leakage components for area (J.), perimeter (J,), and corner (J) from
measurements on buried diodes of different geometry.

The contribution for perimeter current (J,) and corner current (J.) are higher than that of the
area current (J,).

3.1.2 Image performance

The impact of dark leakage on image quality is an important part of this experiment. Image
quality is evaluated for the different diode configurations.

Figure 9 shows images captured in the normal mode for the surface photodiode and the
buried photodiode. The image quality of buried photodiode in Fig. 9(b) is superior to that of
the surface photodiode shown in Fig. 9(a). This shows that image quality can be drastically
affected by surface induced noise.
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@ | )
Fig. 9. (a) Image quality for surface PD. (b) Image quality for buried PD. The buried PD
results in a superior image quality than the surface PD.

3.2 Floating diffusion

New diode structures to monitor the silicon surface effect and STI edge effect on floating
region are evaluated. The characteristics such as dark leakage and activation energy in these
diode structures are analyzed. Finally image performance is characterized to understand the
mechanism of dark spots.

3.2.1 Floating diffusion leakage characteristics

To determine the leakage caused by surface effects, the activation energy is extracted from
measurements of leakage current on floating diffusion of different configuration as a
function of reverse bias in the temperature range 25°C to 200°C. Fig. 10 shows the Arrhenius
plot used to extract activation energy under constant reverse bias Vr of 2.0V. E, is extracted
from the slopes in the high and low temperature ranges
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<1E-17} *
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1000,/ T[K"]

Fig. 10. Arrhenius plot (log Ir/T? versus 1/T) as a function of pattern types with and
without boron is extracted from the measurements of large area test patterns as a function of
temperatures. The diode structure without a p-layer shows higher leakage components than
that with a top p-layer.



110 Photodiodes - World Activities in 2011

Area (um?) Peri (um) Corner (ea) Ea[eV]

Type .
0 9 o Low | High
Ab % Po % Co % temp | temp

Withp-layer |30000| 51 |24000( 41 4800 | 8.2 0.56 | 1.02

Without p-layer [ 30000 | 51 [24000 | 41 4800 | 8.2 0.57 | 0.68

Table 3. Extracted activation energy from measurements on floating diffusions of identical
dimensions with and without a top p-layer

Table 3 compares the activation energy extracted from measurements on floating diffusions
of identical geometries with and without a top p-layer.

The activation energy for both floating diffusions is close to half of the energy gap at the low
temperature, which suggests that the reverse current is dominated by generation-
recombination current. For the floating diffusion with top p-layer, the extracted high-
temperature activation energy is about 1.02 eV, which is close to the energy gap. In this
temperature range, the reverse current is dominated by diffusion current. The activation
energy of the buried diffusion without top p-layer is, however, about 0.68 eV. Thus, it can be
assumed that without a top p-layer the surface generation component becomes dominant,
exhibiting an activation energy below E,;. The top p-layer was introduced to suppress the
surface leakage component in photo diodes (I. Inoue at al., 2003). The above results
demonstrate that the top p-layer can also be implemented for floating diffusions to suppress
surface leakage.

3.2.2 Pinch off voltage

The gate-drain overlap region of the pass transistor must be optimized to fully transfer the
integrated charge from the photodiode to the floating diffusion. To confirm the charge
transportation in this overlap region, floating diffusion designed 2-different concepts by
changing of doping profile

Figure 11(a) shows the top view for photo diode with transfer gate Tr. and floating
diffusion. Floating diffusion separates two diode regions with and without gate overlap.
Diode with gate overlap is the type with overlap under sidewall spacer in floating
diffusion, and diode without gate overlap is the type with STI effect. In order to evaluate
both effects, it is necessary to design new JFET (Junction Field Effect Transistor) structure
to monitor pinch off voltage in floating diffusion. Test patterns have been designed to see
effect for the overlap under sidewall spacer and the STI edge as shown in Fig. 11(b) and
Fig. 11(c). Fig.11(d) shows the concept for test pattern to measure pinch off voltage. Ph
under sidewall spacer in Fig. 11(b) was applied to the lower dose than that of center diode
region. Pinch off voltage between Fig. 11(b) and Fig. 11(c) will be different due to JFET
structure schemes.
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Fig. 11. The region of photo diode, pass transistor, and floating diffusion for four-transistor
type active pixel. (a) Layout. (b) Tape-A : Cross sectional view for diode on line AB region
(c) Type-B : Cross sectional view for diode on line CD region. (d) Concept for test pattern to
measure the pinch off voltage. Source direct frontside and drain direct backside on (b) and
(c). Also gate connected with p-sub.

In order to confirm the changing of the doping profile, pinch off voltage is measured in JFET
(junction field effect transistor) structure as shown in Fig. 12(a). Pinch off is defined as a
voltage when junction is fully depleted by applying reverse voltage at the p-layer and p-sub
region. Here pinch off voltage can be defined the ratio of n- and p-type doping
concentration. Doping profile with FD regions can be easily analyzed by using the JFET
structure. Dependences of process and test pattern are analyzed to understand doping
profile by measuring pinch off voltage. Fig. 12(b) shows the pinch off voltage for gate poly-
bounded FD (type-A) and STI-bounded FD (type-B) as a function of test patterns for
process-1 and -2. Gate poly-bounded FD (Type-A) shows the different pinch off voltage with
process-1 and process-2. Clearly, the increase of pinch off voltage in process-2 leads to the
changing of doping profile under sidewall spacer in gate poly-bounded FD (type-A), which
could explain the electric field improved in the sidewall spacer overlap region. But STI-
bounded FD (type-B) shows similar pinch off voltage without processes, which means pn
diode controlled to the same dose. For the test pattern types, gate poly-bounded FD (type-A)
with sidewall spacer overlap has higher pinch off voltage than that of STI-bounded FD
(type-B). This means that pattern geometric can be effected the difference of pinch off
voltage during biasing. From these results, it is observed that process-2 has lower n-type
doping concentration than process-1 on gate poly-bounded FD (type-A) as expected. This is
interpreted as a concept to reduce pinch off voltage by controlling doping profile under
sidewall overlap region. Therefore, it is concluded that the controlling of dopant ratio to
have same electric field both sidewall overlap and center region is possible to transfer
integrated charges without loss in sidewall overlap.
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Fig. 12. (a) Concept for JFET to measure pinchoff voltage. (b) Comparison pinch off voltage
with process schemes and regions for floating diffusion.

3.2.3 Image performance

From these experiments, we can suspect that a charge pocket in the floating diffusion
regions can change the output voltage. To confirm this, image quality has been analyzed by
using the camera system. Fig. 13a shows artifact in the pixel area randomly distributed,
which means that due to the confined signal charge under sidewall spacer in process-1
described in Fig. 4, the output voltage is low in dark spot regions compared to defect free
pixels. Fig. 13b shows good image, without dark spots for process-2.

@ - ®
Fig. 13. Image performance analyzed by the camera system. (a) Image for process-1. Dark

spot means pixel with low output voltage. (b) Image for process-2. Dark spots were
removed.
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4. Simulations

Simulations are done to relate electrical test results to photodiode and floating diffusion
types. The electric field distribution is compared for photodiodes of different types, and
charge pockets in floating diffusions are identified by comparing the potential profiles for
different floating diffusion types.

4.1 Photo diode

Electric field both surface and buried PD is compared to find weak point for leakage
characteristics. Also doping profile is analyzed at the surface PD to confirm the STI edge
effect.

4.1.1 Electric field

Junction leakage current is the highest in the surface diode test structure, even if area is
smaller than buried diode. Electric field and doping profile are compared between diode
structures by simulation to see the difference. Electric field for surface diode is
concentrated at the edge region of junction near the Si surface as shown in Fig. 14(a).
Moreover, the junction is located near the Si surface region where the largest electric field
is. Fig. 14(b) shows buried diode profile and electric field. As shown in Fig. 14(b), buried
diode has two junctions, bottom and top, and has an additional junction at the plug
region. Electric field is highest at the corner region of diode and plug. Also buried diode
junction has a lower electric field than surface diode. From the simulation result, electric
field shows pattern dependence independent of surface effects. It is suspected, from
comparison of electric fields, that the higher leakage current at surface diode is induced
from edge and surface.

E.F=1.902e5 E.F=1.004e5

=8.71e4 F=8.51e!
EF=87led  pr g0,  EF=85led

@) (b)
Fig. 14. (a) Electric field contour at Vr = 2.0 V for blue PD. (b) Electric field contour at Vg =
2.0 V for buried PD.

4.1.2 Doping profile for surface PD
In order to evaluate the defective sidewall effect of STI and the interface traps of surface on
CIS, an image sensor with 3 Mega pixels is fabricated where edge of surface diode is
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controlled to isolate it from the STI using boron implantation. Two-dimensional boron
profile simulations with SUPREM-4 are run on an image sensor where boron is implanted to
separate the photo diode from the STI edge. The results in Fig. 15 confirm that a p-region of
adequate concentration and width is formed, electrically separating the photodiode from the
STI boundary

Surface PD edge

Fig. 15. 2D doping profile for surface PD at STI edge. Boron is applied between edge of STI
and Surface PD.

4.2 Floating iffusion

Potential profile and pinch off voltage with FD types are compared to find the location for
charge pocket. Also pinch off voltage is analyzed with FD types to confirm the potential
profile.

4.2.1 Potential profile

Figures 16a and 16b show the simulated potential profiles for the gate poly-bounded and
STI-bounded FD shown, respectively, in Fig. 11b as type-A, and in Fig. 11c as type-B. The
structures are fabricated in process-1 (Fig. 4). Simulation is done for an applied reverse bias
of 3.3V. The potential profile at gate poly-bounded FD shows the higher than that of STI-
bounded FD. Higher potential under the sidewall spacer indicate charge pocket because
higher voltage is needed to do pinch off. Thus, the integrated charge can’t be fully
transported in without loss under sidewall spacer overlap region.

Figures 17a and 17b show the simulated potential profiles for the gate poly-bounded and
STI-bounded FD shown, respectively, in Fig. 11b as type-A, and in Fig. 11c as type-B. The
structures are fabricated in process-2 (Fig. 4). Simulation is done for an applied reverse bias
of 3.3V. The potential profile under the sidewall spacer does not create a charge pocket.
Also, the potential profiles are similar for type A and type B FD, suggesting that the
impurity profiles are also similar. Thus, the integrated charge can be transported in both
types without loss under sidewall overlap region.
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@) (b)
Fig. 16. Simulated potential profile for process-1. (a) Profile for gate poly-bounded FD. (b)
Profile for STI-bounded FD. Gate poly-bounded FD shows the highest potential than STI-
bounded FD.

@) (b)

Fig. 17. Simulated potential profile for process-2. (a) Profile for gate poly-bounded FD. Here
area for the highest electrical potential decreases than that of process-1. (b) Profile for STI-
bounded FD. Here high potential region shows very small area and similar profile with
process-1.

4.2.2 Charge pocket and delta vout

I. Inoue at al (2003) explained charge pocket model on local region under sidewall within
photo diode and focused image lag in terms of potential barrier and potential pocket in the
buried photo diode. Fig. 18(a) shows the current path from photo diode to floating diffusion
during signal processing. In the present experiment, the FD is constructed as a buried diode
covered with a p-top layer. When a potential pocket is generated in the FD in a local region
under sidewall, it can become a source for output voltage variation on the APS. Fig. 18(b)



116 Photodiodes - World Activities in 2011

shows a schematic of the potential distribution causing a charge pocket between the photo
diode and the gate of the source follower (SF). To completely transfer the signal electrons
from photo diode to the gate of the SF, the potential under sidewall overlap region (AB line)
has to be higher than or equal to that in FD center (CD line). Otherwise, a fraction of the
signal charge would be confined in the sidewall overlap region and the integrated signal
would not be completely transferred through the gate of the SF. The output signal would
then be smaller than expected.
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Fig. 18. (a) The potential pocket for the schematic cross section. (b) The diagram for potential
distribution.

To establish the relationship between charge pocket and output voltage in the APS, transient
simulation is done on the APS circuit as shown in Fig. 19a. Output voltage is calculated from
simulation as a function of charge pockets in FD region, whereby the charge pockets is
changed intentionally to see the difference in the output voltage. Delta Vout means the
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voltage difference between Voui1 and Voue2 during the readout interval in the timing diagram
for an APS pixel as shown in Fig. 19b. Vo is measured before and after charging electrons
transfer from PD to FD region. In the presence of a local charge pocket on the path through
FD during pixel operation, delta Vout would be reduced from the expected value.

As shown in Fig. 19¢, delta Vo decreases as the amount of pocket charge in FD increases.
Pocket-free FD structure can be achieved by controlling the dopant ratio between n- and p-
type to the same value throughout the FD regions.
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Fig. 19. (a) Circuit for four-transistor type active pixel. (b) Timing diagram for APS circuit.
(c) AVout as a function of charge pockets.

5. Discussion

The floating diffusion is designed to transfer the integrated charge from the photo diode to
the source follower without time delay in the active pixel sensor (APS). The floating
diffusion is shared with the drain of the transfer transistor and reset transistor, and the gate
of the source follower in APS which consists of photodiode, reset transistor, transfer gate,
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source-follower transistor, and select transistor. Photodiode and floating diffusion are
depleted during the reset period by turning on reset the transistor and transfer gate. During
integration time, electron charge generated by an incident optical signal is integrated in the
photodiode. After integration, the floating diffusion is reset at a reference voltage (Vou) by
turning on the reset transistor only. The reference voltage is sampled in the readout period
between turning on the select transistor and turning on the transfer gate. Charge in
photodiode is transferred into floating diffusion by turning on the transfer gate and
converting into voltage signal. A voltage Voup is sensed on the floating diffusion after
turning off the transfer gate. The optical signal is interpreted as the voltage difference
between the reference voltage Vou1 and the sensing voltage Vou. Conversion gain of charge
to voltage depends on the capacitance of photodiode and that of floating drain node. Dark
current in the read-out process influences image parameters such as dark signal, conversion
gain, noise, and signal to noise ratio (SNR). On the other hand, fill factor, i.e., the ratio of
light-sensitive (photodiode) area to pixel total size, decreases as the shrink of pixel pitch
shrinks. This reduces the sensitivity and SNR due to the reduction in photodiode size. To
improve the fill factor, 2 or 4 shared pixel architectures, sharing both the floating diffusion
and the source follower transistor are needed (J. Bogaerts, 2006 and Young Chan Kim, 2009).
Therefore, a larger floating diffusion area is needed, however, at the cost of increasing the
floating diffusion capacitance and hence decreasing the conversion gain. To reduce the
capacitance of the floating diffusion, a buried floating diffusion should be implemented. The
control of capacitance and potential profile in a buried floating diffusion is therefore very
important.

6. Summary and conclusions

The leakage current and activation energy are compared for diodes of different
configurations, using a standard n+/pwell diode as a reference. The temperature
dependence of leakage yields an activation energy which depends on area, perimeter and
number of corners for the buried photodiode (PD) with a top p-layer. For the first time,
leakage characteristics are analyzed for a buried PD, taking into account area, perimeter,
and corner effects.

In addition, leakage current and activation energy are analyzed for a buried floating
diffusion (FD) with and without a top p-layer using a new diode structure. It is confirmed
that the dark current can be reduced by implementing a buried floating diffusion rather
than a surface FD. A charge pocket under the sidewall spacer can change the output voltage
and cause a dark spot on the image. This is predicted by TSUPREM 4 simulation.

It is shown that the charge pocket can be generated by a higher doping concentration under
the sidewall at the drain-side of the transfer gate, including FD region. This charge pocket is
an image artifact that causes the output voltage to drop.

In summary, the mechanism for dark spots has explained by investigating pinch off voltage
and potential profile on buried FD. Dark spot can be controlled by removing charge pocket
under the sidewall spacer in the buried FD. The buried FD is a good candidate to control the
capacitance and reduce dark leakage in future designs.
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1. Introduction

CMOS image systems have receiving great attention from industry and academy due to the
growing demand for compact and low power image systems. Compared to charge-couple
device CCD, CMOS image sensors presents as advantage higher integration capability. In
general, CCD achieve better performance due to its particular fabrication process, however,
they require high operation voltage and cannot be easy integrated with CMOS circuits that
compound cameras. In last decades, the CMOS imager sensor technology has been
improving and they are being used in several applications as multimedia and biomedicine
(Fossum, 1997, Hosticka, 2003, Sandage, 1995).

Dynamic range is one of the most important merit figure of image sensors. It is defined as
the ratio between the maximum and minimum signal acquired. External scenes present
dynamic range higher than 100dB but conventional CMOS image sensors and CCDs shows
dynamic range about 60dB. Therefore, they are not able to capture properly external images.
However, several researchers proposed different CMOS image sensors architectures with
high dynamic range (>80 dB) (Stoppa, 2002, Trepanier, 2002, Yadid-Pecht, 2003, Yang, 2002,
Yasuda, 2003, Saffih, 2007).

An attractive high dynamic range architecture approach is the digital pixel sensor (DPS)
(Kleinfielder, 2001). This architecture is composed by a ramp digital converter and an 8 bit
memory integrated per pixel. The main advantage of this approach is the high frame rate
operation however, it presents as disadvantage low fill factor. Different architectures based
on DPS were proposed (Doge, 2002, Kitchen, 2004, Qi, 2004). Time-domain DPS were
proposed in (Bermak, 2006) and (Chen, 2006). They are characterized by the measurement of
fall time of photodiode’s voltage. In general, time-domain DPS architectures integrate a
comparator and a 8 bit counter in each pixel. The main disadvantage of this approach is the
low fill-factor due to the great number of transistors integrated per pixel. A time-domain
imager with only 10 transistors per pixel was proposed in (Lai, 2006). A pipeline operation is
proposed in order to achieve high dynamic range. However this approach requires the use
of two ramp, one at beginning and other at the end of the integration time reducing the
sensitivity at middle range of illumination.

A sampled time-domain CMOS imager was proposed in (Campos, 2008). This pixel
architecture is composed by a clocked comparator and a dynamic D flip-flop integrated per
pixel. The number of transistor integrated per pixel is still significantly and the fill-factor is
low. However the sampling in time-domain concept proposed suggest that the comparison
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can be performed outside pixel lowering at maximum the number of transistors integrated
per pixel. In this chapter the multisampling time-domain CMOS imager is described.

2. Principle of operation

Most of CMOS imagers operate in voltage domain. However, one disadvantage of this operation
mode is that the dynamic range small (<60dB). In this operation mode, the photodiode is charge
reversely to V4 voltage by controlling a reset transistor as shown in Fig. . This operation is called
reset. After the reset time, the reset transistor “open” and the photodiode, in high impedance,
starts to discharged. The period of discharge is called integration time. After certain integration
time the photodiode’s voltage is sampled and digitalized.

Vpd

Vad Lpns> Lpp2> Ipng

lreset Tint

Fig. 1. Photodiode operating in integration mode

During the integration time, the photodiode’s voltage is usually linearized and given by

Vd:V

p reset

S-L-t @

where V), is the photodiode voltage, V. is the initial reverse voltage, S is the sensitivity, L;
is the light intensity and ¢ is time.

Time-domain CMOS imagers were proposed as a technique to obtain a CMOS imager with
high dynamic range. Time-domain operation is based on fall time of photodiode voltage.
The photodiode voltage is compared to a reference constant voltage and the fall time is
measured from integration time beginning to the instant of comparison as shown in Fig. 2a.
Each fall time is related to a different light intensity.

Fig. 2b shows typical pixel architecture of time-domain imagers. A comparator and a
counter are integrated per pixel. The counter starts the count in the beginning of integration
time. The comparator output signal goes high in the comparison instant stopping the
counting. Assuming that the photodiode voltage decrease linearly, the instant of comparison
or comparison time is given by

o @

reset

S-L,

V,

where V. is the initial photodiode voltage, V. is the reference constant voltage, S is the
sensitivity and L; is the light intensity.
In time-domain the dynamic range is given by
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Fig. 2. Time-domain imager (a) main signals and (b) typical pixel architecture

According equation (3), operation with high dynamic range (>100dB) requires long
maximum integration time (fsu) leading to low frame rates. In order to reduce the
maximum time it has been proposed to vary the reference voltage, usually as a ramp voltage
(Fig. 3). As one can see in Fig. 3 the comparison time is reduced when the reference voltage
is varied as a ramp.

VPdA A
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Vref 1 ! ~
laz Time
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iy
Fig. 3. Time-domain imager main signals using ramp reference
For ramp voltage reference the discharge time is given by

b= (Vreset - Vmin ) : Tint (4)
.=
(Vmux - Vmin ) +S- LI : Tinf

Fig. 4 shows the transfer curve td versus L; for constant reference voltage and ramp
reference voltage. It was assumed Vie=3.3, V;;=1.5, 5=3.6-10%¢, V,,;x=3V,V,;;»=0.3V and
Tin=1s. One can see that the ramp reference voltage reduce the time discharge at lower light
intensities. However, the compression becomes higher at low light intensities making
difficult to discrete.
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Fig. 4. Discharge time characteristic

Multisampled time-domain CMOS imagers are time-domain imagers in which the comparison
result is sampled. The comparison result is sampled where each instant of sample is coded.
The first time in which the sample indicated that a comparison occurs determines the code
related to that comparison time or light intensity incident. Fig. 5(a) shows the main signals for
regular interval sampling time Ti. For a given integration time Tiy the regular interval
sampling time is given by AT=T;,/2N where N is the total number of bits.
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Fig. 5. Sampling in regular interval time.
In this case the dynamic range is given by
DR =20l0g(2") ®)

In this case the dynamic range for N=8 is 48.16dB, for N=10 is 60 dB and for N=12 is 72dB.
As one can see, in order to achieve high dynamic range (100dB) is needed more than 16 bits.
Therefore, the high number of the bits required by this approach is a disadvantage.
However, the sampling can be non linear as shown in Fig. 6. The interval time can be varied
logarithmic (Fig. 6a) or a combination of linear and log (Fig. 6b). The number of bits
required can be reduced applying non-linear sampling intervals.
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Fig. 6. Sampling in (a) logarithmic interval times (b) linear-logarithmic interval times

3. Pixel architecture

Fig. 7a shows the block diagram of the pixel architecture proposed in (Campos 2008). The
pixel is composed of a photodiode, the reset transistor, a comparator type of clocked flip-
flop and a D-type with asynchronous inputs (PR and CLR ). The clocked comparator type
offers operating speed and timing between the pixels of the array. The D-type flip-flop are
used to store the comparison result and they are connected together forming a shift register
for serial line per row. The serial shift register allows reading outside of the comparison
result by means of shifting the data using the clock signal (clk_sr) of the shift register. Fig. 7b
shows the timing diagram of the main control signals of the system. The reset signal is
responsible for activating the reset transistor and loading the initial photodiode voltage Ves:
and simultaneously activates the CLR input initializing the flip-flop with Q = 0. The clock
signal (clk_cmp) of the comparator determines the moment of performing the comparison,
while the sampling interval (T;). Note that the comparison occurs simultaneously in all
pixels in the array.

In the sampling instants (Ts) in which Vi <V, the output signal of the comparator (Veup)
normally remains low and the value in the flip-flop remains at 0 because in this case PR = 0.
In the sampling instants in which Vi <V, the output signal of the comparator (Vi)
determines PR = 1 and hence the state in the flip-flop to go high (Q = 1). Thus, as a result of
the comparison, the state Q = 0 indicates V> Vs while the state Q =1 indicates Vi < V.
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The D flip-flops of the pixels on each row are connected together to form a shift register on
line. The shift register for serial line allows you to read outside of the comparison results by
means of shifting the data using the clock signal (clk_sr) of the shift register.
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Fig. 7. Architecture’s (a) block diagram and (b) control signals

Fig. 8 shows the block diagram of the system architecture proposed for an imaging system
in which the sampling results and subsequently its encoding is performed externally. The
data from the shift registers are provided in the input multiplexer whose number of output
bits is PO.
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The discharge time of the voltage signal from the photodetector is associated with the first

moment of the comparison sample (Ts) at which the comparison result is positive (Q = 1).
Offering only a memory 1bit per pixel, the array reading should be performed after each

sample without exceeding the time interval between samples (A Ts). Whereas the operating
frequency of the multiplexer (1/Tmux) is greater than the operating frequency of shift

registers, the total time for reading the array (Tm) can be defining as:

np-n
Tm = Tclk?cmp + [ LPOC J : Tmux (6)
where nyxnc is the dimension of the array of pixels, PO is the number of bits in the output of

the multiplexer, Tclk_cmp is the time to compare and tmux is the period of operation of the
multiplexer.
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Fig. 8. Array block diagram

The total read time of the matrix (Tm) must be less than the intervals between samples (A
Ts). The dimensions of the matrix and the operation speed of the circuit determine the array
time reading. Thus, the limit of operation of the system depends on the size of the array, the
speed of circuit operation, the number of bits that determines the time interval between
samples (number of bits of the image) and the number of bits read in parallel at the output
multiplexer. Assuming that sampling is performed at regular intervals, the interval between
samples will be Tint/2N where Tint is the maximum integration time and N is the number of
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bits of the image. Fig. 9 shows the total time given by equation (6) depending on the size of a
square matrix DXD for different number of output PO, considering typical times of 100ns to
5ns and operating times of the comparator (Tclk_cmp ) and multiplexer (tmux) respectively.
Fig. 9 also shows the intervals between sampling (A Ts) for 8-bit image and 10bits. It can be
seen in Fig. 9 the maximum dimensions of the matrix in which to operate within the limit
Tm <A Ts.
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Fig. 9. Time Reading

Assuming operation rate of 30 frames/second or a total time of integration (Tint) of 33.33
ms, the interval between samples of linear A Ts = Tint/2N is approximately 130 p s for 8 bit
images and 32 p s for 10bits images. Note that once defined the technology and dimensions
of the array of pixels, the choice of the number of output bits (DB) has a fundamental role in
limiting the maximum frame rate. The CMOS imaging system proposed could be
constructed with VGA resolution (580x640) capturing images of 10 bits considering output
of 16bit. However in order to achieve dynamic range higher than 90dB it is need operates
with images of 16bits or higher.

4. Fill-factor

Fig. 10 shows the comparator topology. The comparator is a typical clocked comparator
composed by a low gain first stage followed by a decision circuit as a second stage. The
clocked comparator make possible to sample the comparison result at sampling instant.
There are two stages of operation, the track and latch phases. In track stage, the switch M13
is closed and the output has low gain. The role circuit operates as a differential gain stage.
Fig. 11 shows simulations results of the output voltage (drain of M09 and M10) as a
differential voltage is applied to input. As one can see, the resolution is about 2mV and the
maximum differential output voltage is about 0.6V. Simulations were performed using
model of 0.35 um technology. The transistors sizes are show in table 1.
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MO 2um/2pum

M1=M2 2um/1pum
M3=M4=M5=M6=M7=M8 0,8um/0,4um
M9=M10=M11=M12=M13 0,4um/0,35um

Table 1. Transistors sizes used in simulations.

After the track stage, the M13 operating as switch is opened beginning the latch stage. In
latch stage M9 and M10 are disconnected and M7, M8, M11 and M12 compose a latch
circuit. The initial differential voltage (0,6V on Fig. 11) is then amplified by latch circuit to
logic voltage levels. Two inverters were used at output to ensure logic levels even during
track stage.
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Fig. 12. Topology of dynamic D flip-flop with preset and clear

Fig. 12 shows the D flip-flop topology. The D flip-flop topology is a dynamic flip-flop with
preset and clear. The dynamic topology was chosen instead the static topology in order to
reduce the total number of transistor required. Simulations results in Fig. 13 show the main
propagation delays using load of 50fF. All transistor of D flip-flop are minimum sizes.

As one can see there are 22 transistors integrated per pixel (Figs. 7(a), 10 and 12). The
prototype presented in (Campos, 2008) shows only 16% of fill-factor. However, it is possible
to implement other pixel architecture using the multisampling in time-domain technique in
order to reduce the number of transistor integrated per pixel and to increase the fill-factor.
The pixel architecture showed in Fig. 14 is proposed here as an alternative to pixel
architecture showed previously proposed in (Campos, 2008). The pixel is the typical 3T
architecture. It is composed by a buffer (source follower) between the photodetector and the
transistor select. The transistor select isolates the pixel from bus column and make possible
to select the pixel line that must be read outside matrix. Also, there is a reset transistor. The
comparator is integrated per column outside pixel. In this case the fill-factor becomes
maximized.
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Fig. 13. D flip-flop propagation delays with 50fF load (a) related to the preset (PR) and (b)
related to the input (D)
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Fig. 14. A different architecture with high fill-factor for multisampling in time technique.



132 Photodiodes - World Activities in 2011

5. Fixed-pattern noise

The fixed pattern noise (FPN) is defined as the non-uniformity resulting from the image
signal variation from pixel to pixel when a beam of light intensity is applied uniformly. The
FPN in CMOS imaging systems is a major disadvantage compared to CCDs. Two major
sources contribute to FPN in CMOS imaging systems in time domain: (i) the variation of
initial voltage (Vi) and (ii) the variation of the offset voltage of the comparator. Pixels in
which the reset transistor is NMOS type, the maximum initial voltage is Vs Vi Different
values of the threshold voltage cause different initial voltage (reset voltage) from pixel to
pixel introducing non-uniformity at image. The conventional method to eliminate non-
uniformity due to the reset transistor is using as reset transistor PMOS type MOSFET which
provides maximum initial voltage V4 regardless of the value of the threshold voltage.

The offset voltage of the comparator is modeled as a voltage source in series with inputs of
the comparator. Considering the offset voltage as a voltage source in series with the
reference voltage, the equations of discharge time (2) and (4) can be rewritten as

(Vaa = Vieger £ Voppeet)

tdct = S.T (7)
L
b= (Vma'x - Vm[n * VDijc’f) i Tint (8)
" (dex - sz’n) +5- IL ' Tint

where 4 and tg, are the time of discharge using a constant reference voltage and a ramp
reference voltage respectively. Manipulating equations (7) and (8), we obtain the absolute
error in the time of discharge using a constant reference voltage and a ramp respectively
as:

V
Absolute error=+—2* )
S-1
L
Vs - T,
Absolute error =+ offet_int (10)

v

max

Vmin)+S'IL'Ti

nt

According to the equations (9) and (10), the absolute error in the time of discharge varies
with the incident light intensity. Manipulating equations (7), (8), (9) and (10), the relative
error is given by:

. Voffset
Relative error = +——=—— for constant reference voltage (11)
dd — Vref
. Voffset
Relative error = +——=———— for ramp reference voltage (12)
(Vdd - men)

The results of equations (11) and (12) suggest that it is possible to implement methods of
correcting the error introduced by the offset voltage using multiplicative factors. Error
introduced by the offset voltage can be graphically interpreted as a steady shift in the t;
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photoresponse features shown in Fig. 4. Fig. 15 show the relative error given by equation
(11) as function of reference voltage (Vief) for Vofrser=50mV and V44=3.3V. The relative error
is lower for lower values of reference voltage and it is constant and independent of light
intensity.
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Fig. 15. Relative error introduced by offset voltage of comparator.

6. Experimental results

This section presents the measurements results reported in (Campos, 2008). The prototype
integrated circuit containing an array of size 32x32 pixels was fabricated in 0.35 p m CMOS
standard process of C350 Austriamicrosystems. A Xenon lamp type with a peak luminous
intensity at 830 nm and an optical filter of 825nm were used to perform the measurements of
the discharge time. All measurements were performed using the nominal supply voltage of
3.3 V and bias voltage of the differential pair comparator fixed at 0.7 V. Fig. 16 shows the
result of measuring the photoresponse td versus light intensity when the pixel operates with
constant reference voltage of 1.5 V. The points in Fig. 16 represent the average discharge
time measured for the same light intensity and the continuous curve corresponds to the
mean curve fitted. According to the result of curve fitting the photodiode has a sensitivity of
3.4 pV-cm?/s-W. The measurements showed that the discharge time of darkness is
37segundos.

Fig. 17 shows three different photoresponse in time domain resulting from the use of three
different ramp reference voltages. Reducing the integration time of the ramp the time
discharge time is reduced. By comparing the discharge times (time comparison) using a
constant reference voltage and the ramp one can see that there is a reduction in discharge
time at lower light intensities when a ramp reference voltage is used. Note that the
photoresponse is approximately flat in the range of irradiation below 101 (n W/cm?) (Fig.
17). In this region the discharge time becomes almost constant becoming harder to indentify
the light intensity.



134 Photodiodes - World Activities in 2011

Discharge time (s)

3
1ot 10° 10" 107 107

[llumination Intensity (uW/cm?)

Fig. 16. Time discharge characteristic for constant reference voltage

The experimental measure of the normalized spectral response is shown in Fig. 18. The wide
range in which the response will be approximately constant due to the fact that although the
junction depth is shallow, low doping concentration of the substrate causes the width of the
depletion region extends significantly into the substrate (greater depth ). Documents
supplied by the factory also report approximately flat spectral response in most of the
visible spectrum.

Fig. 19 shows the relationship obtained from SNR measurements as a function of light
irradiation. The ratio remains constant SNR value of 54dB in most of the range of irradiation
showing good agreement with the theoretical analysis presented in subsection 3.2.5 (Figure
3.25). The theoretical results indicate that using the constant reference voltage SNR is
constant throughout the range of light irradiation. It is considered that the discrepancy
observed in the SNR measured in the upper level of irradiation was due to the process of
determining the average using the oscilloscope. At the time of the measurements was not
obtained proper adjustment of the oscilloscope to perform the average. A constant feature of
the SNR shows very attractive and important when compared to the results reported in the
literature so far. The results reported in other studies shows that the SNR varies from 0 to
54dB, where 54 dB is suggested as a maximum.
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7. Conclusions

Multisampling time-domain CMOS imagers were presented. Sampling can be linear,
logarithmic and linear-logarithmic. Pixel architecture is composed only by a comparator and
a D flip-flop reducing the total transistors integrated per pixel compared to others approach.
Analysis shows that the matrix size limits the total bit number that represents the image.
High dynamic range is achieve only for operation in which the image representation is
higher or equal to 16 bits. The FPN introduced by voltage offset of comparator presents
constant relative error. This constant relative error might be particularly interesting for
lower light intensities.
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1. Introduction

This chapter aims to introduce optical receivers in general and application of electronic
circuits in these receivers then some important parts of these electronic circuits which are
the amplifiers are discussed. An attempt has been made in this chapter to provide some
useful information about different aspects of the optical communication in our life and the
importance of high speed wideband aspects in such systems. Eventually the role of
transimpedance amplifiers in a typical optical communication receiver is discussed.

1.1 Role of fiber optic systems in present-day communication

By growing the number of Internet nodes, the volume of the data transported on the
backbone has increased. The load of the global Internet backbone will increase to tens of
terabits per second very soon. This indicates that the backbone bandwidth will increase by a
factor of 100. Handling of such volumes of data requires suitable media with low loss and
high bandwidth. Among the available transmission media, Optical fibers have the best
performance for loss and bandwidth. High speed data can be transported over hundreds of
fiber without significant loss in signal integrity. These fibers benefit from reduction of cost
and performance. The number of the Internet nodes increase with a fast pace, leading to bit
rate of a few terabits per second. The bandwidth requirements are growing with fast pace.
Applications such as virtual reality will require data rates that are 10,000 times higher than
currently available ones [1].

The arrival of cheaper and more powerful personal computers has not only expanded the
user base but also created a demand for greater transmission capacity among the telecom
networks. In state-of-the-art technology, fiber optic devices and systems are widely
employed to satisfy this need for more data throughput economically [2]. Fiber optic
communication is an economic solution because its physical nature lets network providers
broaden capacity by increasing the transmission bit rate.

Because fiber optics are only communication medium capable of handling such high data
rates, there is a widespread demand for high-speed optical and electronic devices, circuits,
and systems.

Today possibility of high levels of integration on a single chip enables higher performance.
VLSI technologies such as CMOS can now take over the territories of GaAs and InP devices.
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1.2 Review of some important optical communication systems

In the past two decades, CMOS technology has dominated the analog integrated circuit
design arena, providing low-cost, high performance solutions and. Around 90% of the
analog and mixed-signal products in today’s semiconductor industry are designed and
fabricated in CMOS technologies [1].

Use of CMOS process for fabrication of the electronic system in the optical system lets
integration of high-speed front-end circuits and low-speed framers on the same chip. This
integration can reduce the package count, board size, and cost of the system.

The two widely accepted commercial systems, SONET OC-192 and OC-768, operate at 10
and 40 Gb/s. The 10-Gb/s CMOS transceiver has already been introduced by a few
companies and an extensive amount of research has been performed to improve the design
of these systems. However, implementations of the 40- Gb/s CMOS transceivers is behind
the 10 Gb/s receivers by a few years because these systems have only become realizable in
relatively advanced technologies. In modern fiber optic transmission system, the
synchronous optical network (SONET) and synchronous digital hierarchy (SDH) standard
define a technology for carrying many signals of different capacities. The basic transmission
bit rate is OC-1 at 51.8Mbit/s, and higher bit rates offered by SONET/SDH are summarized
in Table 1.1 [2].

SONET SDH Bit Rate

OC-1 - 51.84 Mbit/s
OC-3 STM-1 155.52 Mbit/s
OC-12 STM-4 622.08 Mbit/s
0C-48 STM-16 2.4883 Gbit/s
0C-192 STM-64 9.9533 Gbit/s
OC-768 STM-196 39.8131 Gbit/s

Table 1. 1-standard bit rates for optical communication

1.3 A typical optical communication system

Optical communication systems become more important because of the increasing demands
for high-speed and large-capacity data communication. The Fig 1.1 and 1.2 show the block
diagram of the optical transmitter and receiver system. In this system data are received in
the digital form in the optical transmitter side and should be delivered in the digital form in
the receiver side. In general in the transmitter data are converted to light using the Laser
Diode and delivered to the Optical fiber and in the receiver the data coming from the optical
fiber are converted to the electrical signal (current) using the Photo Diode (PD) and
amplified using the amplifiers in the receiver.

The transimpedance amplifier (TIA) which converts the photodiode current into a voltage
requires high gain, wide bandwidth, low noise and low input impedance with low power
consumption.

Data Tx ) Driver ) Laser Diode A Optical Fiber

Fig. 1.1 Optical Transmitter Block Diagram
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Fig. 1.2 Optical Receiver Block Diagram

An optical receiver must convert a L A-input current into a digital signal. Furthermore the
receiver should use a standard commercial digital CMOS process with little external overhead.
In this way the optical receiver can be integrated with a DSP into a single VLSI device. An
optical receiver can not be characterized only by its maximum bit rate. The transimpedance of
the first stage is an important parameter as well. A high gain transimpedance is necessary
when low input currents (a few P A) must be detected. This is necessary to achieve a high
output voltage in the first stage in order to reject noise from sources, such as the digital
environment integrated on the same IC [2].

Transimpedance amplifiers play a vital role in optical receivers. Trade-offs between speed,
gain, noise and supply voltage exist in TIA design. As TIAs experience a tighter
performance envelope with technology scaling at the device level and speed scaling at the
system level, it becomes necessary to design the cascade of the TIA, the limiter, and the
decision circuit concurrently [1].

As the gain bandwidth product is a measure of both amplification and bandwidth for
opamps, the product of the transimpedance (Z) and the bandwidth (BW) should be taken
into account in comparison of transimpedance amplifiers. As transimpedance can be
exchanged for bandwidth to some extent, a transimpedance-bandwidth-product (ZBW) can
be defined for optical receivers.

The transmission of optical data via fiber cables involves electrical-to-optical conversion at
the transmission end and optical-to-electrical at the receiving end. These conversion
processes are handled by optoelectronic transceiver units that contain electronic devices and
semiconductor optical components.

1.4 Transmitting and receiving requirements

In the receiver which is shown in Fig 1.2, the PD converts the received light to a signal
current, and the signal swing is amplified to logic levels. Subsequently, the Data Recovery
part performs timing and amplitude-level decisions on the incoming signal, which leads to a
time- and amplitude-regenerated data stream. The result is then de-multiplexed, thereby
reproducing the original channels.

The light-wave traveling through the fiber usually goes under considerable attenuation
before reaching the PD. This attenuation requires a subsequent stage to detect and amplify
the signal at an acceptable rate. Hence the TIA, the first stage of amplification, should
provide wide-band amplification and low input referred noise. To provide the high input
sensitivity necessary to receive optical signals weakened by transmitter, the TIA noise must
be reduced to a minimum. On the other hand, a high overload tolerance is required to avoid
bit errors caused by distortion in the presence of strong optical signals. Furthermore, to
ensure stable operation and the required bandwidth, gain can be optimized only within a
narrow range. This limitation sometimes causes the output voltage that results from low-
power optical signals to be insufficient for further processing. Therefore, the LA often
follows to amplify small TIA voltages.
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1.5 Technological implementation

In optical communication systems, the front-end of the receiver has a PD and a TIA. Because
of the performance requirements for the TIA, the front-end circuit has traditionally used III-
V compound semiconductor technologies. On the other hand, their CMOS counterparts,
despite having such advantages as low power consumption, high yield that lowers the cost
of fabrication, and higher degree of integration, have not performed well enough to survive
in such a noisy environment without sacrificing other important attributes. This
performance shortcoming is mainly due to the nature of silicon CMOS devices that have
limited gain, limited bandwidth. The low voltage headroom in submicron CMOS
technologies also is an obstacle to the implementation of broadband amplifiers.

The optical front-end can be realized with monolithic optoelectronic integrated circuits
(OEIC) that have all the components in a single chip. In these products, the PDs and circuits
are individually optimized, fabricated and packaged in separate processes and connected by
external wires. However, the interconnections may cause unwanted parasitic feedback that
degrades overall system performance.

1.6 Some important parameters in optical receivers

An optical receiver front-end consists of two major parts, a semiconductor Photo Diode (PD)
followed by an electronic signal amplifier. Light traveling through the fiber is attenuated
before reaching the PD, thus requiring a highly sensitive receiver to detect the signal. Hence
the performance of the receiver is often characterized by the input sensitivity, bandwidth,
and gain in the receiver. This sensitivity can be expressed in terms of mean optical input
power or root-mean-square (RMS) input-referred noise. Bandwidth is usually determined
by the total capacitance contributed by the PD, the preamplifier and other parasitic elements
present at the optical front-end.

The fundamental behind the optical to electrical signal conversion is optical absorption. In
the operation of the PD, absorbing the incident radiation and in turn generating electron-
hole pairs that drift to the metal contacts to generate a current in the external circuit. An
equivalent circuit model of the PD is often represented by a current source with a shunt
capacitance [2].

Common types of the Photodiode (PD) are p-i-n and avalanche PDs with the types defined
based on the photo detection process.

First, the p-i-n consists of a highly resistive middle layer between p and n sections to create a
wide depletion region in which a large electric field exists. Most of the incident is absorbed
inside i-region thus the drift component of the photocurrent dominates over the slow
diffusion component that can distort the temporal response of the PD.

Second, the PD uses an impact ionization mechanism in which an additional multiplication
layer is introduced to generate secondary electron-hole pairs that result in an internal
current gain. An avalanche PD is often used when the amount of optical power that can
come from the receiver is limited, however the avalanche process has major drawbacks in its
high noise contribution and in the trade-off between gain and bandwidth.

1.7 Characteristics of transimpedance amplifier
The small photo current generated by the PD must be converted, to a usable voltage signal
for further processing. Therefore a preamplifier is used as the first stage and has great
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impact on determining the overall data rate and sensitivity that can be achieved in an optical
communication system. Typically the preamplifier is required to be able to accommodate
wide-band data extending from dc to high frequencies to avoid inter-symbol interference
(ISI). These are some parameters which show the performance of the preamplifier and in
here we are going to learn about them:

1. Bandwidth

2. Gain

3. Noise

4. Sensitivity
5. BER

As a rule of thumb the amount of BW required for the amplifiers in the receiver side should
be 70 percent of the bit rate (BR). For example for an optical receiver to be employed in a
10Gb/ s bit-rate system we need to at least have 7GHz bandwidth for the preamplifier.

The Gain required for the preamplifier (TIA) is not defined as a specific value to be
mentioned and in the literature, there are a lot of different values achieved for the gain of
the TIA but because TIA needs to deliver the voltage to the main amplifier (LA), the input
sensitivity of the main amplifier should be satisfied ,therefore normally we need to achieve
at least a few mili-volts at the output of the TIA and because we have the amount of the
input current as tens or hundreds of micro ampere at the input of the TIA (depend on the
optical system) we need to achieve the gain of a few hundreds at least to satisfy the
conditions. Normally in the literature the gain of between 40dB-Ohms and 60dB-Ohms has
been reported for the recent TIAs.

The sensitivity and noise are related to each other. Since the TIA needs to sense a very
small amount of current at the input, the amount of input referred noise should be very
low so the amplifier can have a high sensitivity which can sense the very small amount of
current.

BER normally in the optical system the amount of BER should be less than 107 .The
definition of BER is the ratio of the number of errors received to the total number of bits.
There are some mathematical relations between BER and the BW of the amplifiers in the
receiver side which shows if the rule of thumb mentioned above is achieved for the
amplifiers in the receiver side the amount of BER will be satisfied.

2. Background and literature review

2.1 Overview

The aim of this chapter is to review some of the previous works which have been done in
the TIA area. We aim to discuss the BW extension and review some of the techniques which
have been done in the literature to improve the performance of the TIAs.

2.2 BW extension in the TIA design

The general structure for the feedback TIA is shown in the figure below in which we can see
that a voltage amplifier with a resistive feedback can be converted to a Transimpedance
amplifier [3]. As we can see the light is converted to current using the Photodiode (PD) and
then this current is amplified using the TIA and then the voltage signal will be delivered to
the main amplifier (Limiting Amplifier).
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Fig. 21 PD, TIA and LA

Now according to the discussion here, there are several obstacles to extend the Bandwidth
of a TIA:

1. Photodiode Capacitance (CPD)

2. Inherent parasitic capacitance of the MOS Transistor

3. Loading Capacitance (input capacitance of the main amplifier)

The methods normally we see in the literature on the topic of bandwidth extension are
dealing with either of these issues and try to defeat them in some respects and hence extend
the Bandwidth of the TIA .There are several bandwidth extension techniques for the TIAs in
the literature and in this part we need to discuss these techniques.

For the matter of this discussion we need to define the word bandwidth .The bandwidth is
defined as the lowest frequency at which the TIA gain drops by +2 or 3dB. Accordingly
this bandwidth is often called the 3-dB bandwidth [4].

Some of the techniques which have been done previously in the literature are summarized
below.

1. Shunt peaking

2. Series peaking

3. PIP technique

4. Inductor between the stages

2.2.1 Shunt peaking

Shunt peaking is the traditional way to enhance the bandwidth in wideband amplifiers. It
uses a resonant peaking at the output of the circuit. It improves the BW by adding an
inductor to the output load. It introduces a resonant peaking at the output as the amplitude
starts to roll off at high frequencies. Basically what it does is that, it increases the effective
load impedance as the capacitive reactance drops at high frequencies [4].

The model for a common source amplifier with shunt peaking is shown in the figure below
[5], [16]. As we can see an inductor is added in series with the resistive load and establishes
a resonance circuit and reduces the effect of the output capacitance which in this figure
consists of all the parasitic capacitances of the drain of the transistor and the loading
capacitance of the next stage.

Kromer [7] has used inductive peaking technique in all the 3 stages of the TIA, The main
stage is CG but it uses 2 boosting stages in the path of the signal. He could achieve the
transresistance gain of 52dB ohms and -3dB BW of 13GHz, although he worked with the
technology of 80nm.The amount of Photodiode capacitance he used is 220fF.
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Fig. 2.3 Shunt peaking technique by Kromer

2.2.2 Series peaking
Wu [8] has presented this technique. This technique mitigates the deteriorated parasitic

capacitances in CMOS technology. Because the inductor is inserted in series with all the
stages in the signal path, it is called series peaking technique. As we can see in the Fig 2.4 the
structure of the circuit shows that inductors are used to reduce the effect of the parasitic
capacitances in the different stages of the amplifier. As we can see without inductors,
amplifier bandwidth is mainly determined by RC time constants of every node.
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This work was done in 0.18um CMOS technology and achieves a gain of 61dB-Ohms and
BW of around 7GHz. The amount of PD capacitance in this work is 250fF.
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Fig. 2.5 Circuit implemented by Wu

2.2.3 PIP technique

Jin and HSu [9] have proposed this technique to defeat the parasitic capacitances using the
combination of several inductors. The combination of the inductors shapes a IT and hence
they call it a Pi-type Inductor Peaking (PIP). The Fig 2.6 shows how the combination of 3
inductors in a common source amplifier constructs the PIP technique.

This technique improves the BW of the TIA by resonating with the intrinsic capacitances of
the devices. The actual implemented circuit by them is shown in the figure below.

This circuit is done in 0.18 CMOS technology and achieves around 30GHz BW and 51dB-
Ohms gain. The amount of PD capacitance in this circuit is the lowest used in the literature
and it is 50fF.

2.2.4 Matching inductor between the stages

Analui [10] has mentioned a technique to isolate the effect of parasitic capacitance of
different stages to each other. It uses a passive network (inductor) to isolate the effect of
capacitors. It has claimed this passive network absorbs the effect of parasitic capacitor of the
transistor. This passive network mainly can be an inductor and it can form a ladder filter
with the parasitic capacitances of the devices.
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The circuit was implemented by Analui. The parasitic capacitances of the devices are shown
in the circuit which can form the ladder structure with the deliberately added inductor

He has achieved the gain of 54dB and 3dB BW of 9.2GHz and this work was done in 0.18um
BICMOS process using CMOS transistors. The amount of PD in this circuit is 500fF.

2.3 Conclusion

In this chapter we reviewed some of the BW extension techniques available in the literature
in the field of TIA design. In general inductive techniques are quite common to extend the
BW in the TIAs and researchers have accepted the fact that in order to have wide band
circuits. It is worth losing some area in the chip and instead have a better circuit in order to
build optical receivers for higher data-rates but still it is a challenge that although it is
acceptable to build wideband circuits using spiral inductors, we need to have circuits with
fewer number of inductors to have low cost chips.

3. Three stage low power transimpedance amplifier

In this chapter a three-stage Transimpedance Amplifier based on inductive feedback
technique and building block of cmos inverter TIA has been proposed. The effects of
parasitic capacitances of the MOS transistors and the photodiode capacitance have been
mitigated in this circuit [11], [12]. The process of zero-pole cancellation in inductive
feedback to extend the BW of the amplifier has been reviewed. To demonstrate the
feasibility of the technique the new three stage transimpedance amplifier has been simulated
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in a well-known CMOS technology (i.e. 90nm STMicroelectronics). It achieves a 3-dB
bandwidth [13] of more than 30GHz in the presence of a 150fF photodiode capacitance and
5fF loading capacitance while only dissipating 6.6mW.

3.1 Introduction

Optical receivers are important in today’s high data rate (Gb/s) wireline data
communication systems. The requirement for the amplifiers is to be wideband to be able to
handle the data. Transimpedance amplifiers (TIAs) at the frontend of the optical receivers
do an important job which is the amplification of the current received from the photodiode
(PD) to an acceptable level of voltage for the next stage. The bandwidth of CMOS TIAs can
be limited by the photodiode (PD) capacitance and parasitic capacitances of the MOS
transistors. Bandwidth extension technique essentially is a technique to mitigate the effect of
these capacitances in high frequencies when the TIA gain (ratio of the output voltage to
input current) starts to roll off. Different circuit techniques for TIAs have been proposed in
the past. Shunt peaking is the most well-known technique to enhance the bandwidth of the
amplifiers [22]. Multiple inductive series peaking is also a proposed technique for BW
extension in the amplifiers [23]. Putting matching networks (inductor) between the stages of
the amplifier has been proposed [4]. A Il-type inductor peaking (PIP) technique to enhance
the bandwidth of TIAs was recently proposed [24]. Inductive feedback technique [19], [25]
has also been applied to extend the BW of TIAs.

The remainder of this chapter is organized as follows: Section 3.2 reviews the inductive
feedback technique and the theory of zero pole cancellation for the conventional inverter
based TIA [19]. In Section 3.3 the proposed three-stage TIA is introduced. To show the
validity of the design simulation results of the circuit and a comparison with other works
are shown in Section 3.4. In Section 3.5, conclusions are given.

3.2 Bandwidth extension using inductive feedback technique

This part has been discussed in the previous publication [19] and is reviewed in this paper
as the basis for the extension of the work which is discussed in part 3.4 of this paper. The
objective of using inductive feedback is to extend the BW of the TIA by deliberately adding
a zero to the transfer function of the TIA and hence cancel the dominant pole of the
amplifier thereby extending the BW. This can be done by adding an inductor to the feedback
path of the TIA. The newly introduced inductor in the feedback path (inductive feedback)
adds one zero and one pole to the transfer function of the TIA and by an appropriate design
the newly added zero can cancel the dominant pole of the amplifier and hence extend the
BW [19]. In order to discuss the technique in detail we consider two TIAs shown in Figures
3.1 and 3.2. In this paper we refer to the circuit in Fig. 3.1 as the TIA with resistive feedback
and the circuit in Fig. 3.2 as the TIA with inductive feedback. Fig. 3.3 shows the small signal
model of the TIA.

In the small signal model for the TIA we have these definitions:

Gm = 8&m1 +gn12/ T, :(rd51| |rd52)
Ci:Cgsl+Cg52+CPD , Cf:ng1+ng2

Co =Cap1 T Capa T
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And the transfer function of this circuit is:

2
2(s) = as” +bs+c

= T 1
As®+Bs?>+Cs+D @

In which for the case of the Fig. 3.1 (L=0) the coefficients are shown with the index 1 and we
have:

1 =0, by =Rcy, c;=1-G,R
Ay =0, By =R(cjc, +cpc, +cicy)
Cl=cz-+CG+R(cigD+cng+chm)
D,=g,+G,,

For the case of the circuit in Fig. 3.2 we have the coefficients as (shown with the index 2):

a=Lcs, by =R, -LG,,c, =1-G,R

C
Ay =L(cic, +e4C, +cicf)
B, =R(cic, +egc, +cl-cf)+L(c,»ga +0r8, +Cme)
C, =c¢;+c,+R(c;g, +¢r8, "’Cme)

D2:g0+Gm

Now considering the transfer function of the system in Fig. 3.1, the dominant pole of the
system (-3db BW) can be approximately calculated as D; / C; .

P: 80+Gm (2)
C;+C,+R(C;g, +Cfgo +Cme)

In the proposed approach, the dominant pole is cancelled by adding a zero. This can be
achieved by adding an inductor in the feedback path of the amplifier giving the circuit in Fig
3.2. As we can see adding an inductor to the feedback path adds one pole and one zero to
the transfer function and the newly added zero is approximately:
R
Z=—
) @)

By a judicial choice of the inductance we can cancel the dominant pole of the circuit in Fig.
3.1 which determines the -3db BW and hence extend the BW. An approximate value for the
amount of the inductor can be calculated by solving the equation P=Z, giving



Bandwidth Extension for Transimpedance Amplifiers 151

L R(Ci+co)+R2(Cigo+Cme)
) 80+Gy &

3.3 Zero-pole cancellation process

The zero-pole analysis in this part has been taken from the previous publication [19] and
is reviewed to show the theory for the extension of the work in part 3.4. The circuit has
been simulated using a well-known sub-micron CMOS technology (i.e. 90nm CMOS
STMicroelectronics). Simulations are done with a single supply (i.e. Vdd=1.2 V) and in the
presence of a 150fF photodiode capacitance and 5fF loading capacitance. The pole-zero
analysis outlined here was done using the schematic of the circuit with ideal inductor
values to show the process of zero-pole cancellation more clearly. Based on the pole-zero
analysis for TIA with resistive feedback the circuit has two poles and one zero. The poles
are located in the LHP of the s-plane which shows the circuit is stable. The TIA with
inductive feedback will have two zeros and three poles. By choosing the inductor
according to (4) we can cancel the dominant pole leaving a pair of complex conjugate
poles in the circuit. The circuit after having cancelled the single dominant pole will have
two complex conjugate poles with a damping factor and natural frequency which can be
designed for the desired frequency response. The zero-pole cancellation process has been
shown and we can see that by changing the value of the inductor in the circuit the newly
added zero is moving towards the dominant pole of the circuit. In the end it reaches to
that pole and cancels it and hence this zero can extend the -3dB BW. We can also see that
the positions of the complex conjugate poles [14] are changing by sweeping the value of
the inductor. The actual values of the poles and zeros extracted from the simulation are
shown in Table I.

L(nH) Zeros (GHz) Poles (GHz)
0 192.2 -12.7
-22
5 -27.3 -14.6
2234 -17417.9
25 -21.8 -14.9
' 224.2 -13.6417j
3 -18.1 -15.2
224.8 11.4+16f
35 -15.5 -15.5
‘ 2252 -9.8415j

Table 3.1 Pole -Zero analysis for the circuit

3.4 Proposed three-stage TIA using the inductive feedback technique
In this part the new proposed TIA is discussed. Cascaded amplifiers are one of the ways to
widen the bandwidth of the amplifiers [3], [17] and therefore, we can cascade the previously
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discussed single stage transimpedance amplifier to get more Gain*Bandwidth from the
amplifier. In this part we introduce the new three stage cascaded TIA using inverter based
TIA with inductive feedback. In Figure 3.4 the new transimpedance amplifier has been
shown.

vdd ¢ Vvdd ¢ Vdd ¢

Fig. 3.4 Three stage inverter based TIA with inducitve feedback

In Figure 3.5 the simulation results based on different values of the inductors have been
shown. The frequency response of the three-stage TIA has been summarized in table 3.2 as
well. In order to fabricate the circuit in sub-micron CMOS spiral inductors are needed [15].In
the table the size of the transistors are all 12/0.1(um/um) and the resistor in the feedback
path is 4000hms. The frequency response of the three stage transimpedance circuit for
different values of the inductor has been shown in Figure 3.5.

The frequency response of the three-stage transimpedance amplifier has been summarized
in table 3.2. For different values of the three inductors for each stage in the table the amounts
of the -3dB Bandwidth and gain peaking have been shown. Table 3.3 gives a comparison of
this work with other previously published works using other techniques and the new
Transimpedance amplifier simulation results together with the other works in the literature
has been summarized. As we can see the advantage of this work is to offer high bandwidth
consuming very low power consumption in comparison with other previously published
works.
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Fig. 3.5 Frequency response of the three stage TIA
. . . . -3dB .
Transistor size | Resistors(Ohms) | Inductors(nH) | TIA-Gain BW Peaking
(um/um) R1,R2,R3 L1,1L2,L3 (dB-Ohms) (GHz) (dB)
12/0.1 400 0 56.89 5.6 0
12/0.1 400 2.5nH 56.89 27.2 0
12/0.1 400 3.5nH 56.89 30.5 2.4

Table 3.2 Frequency response of the three stage TIA with PD=150fF
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Technology |15 iy |ow(Grtz) | © ) iy inducters. |0
This work |90nm- CMOS |56.8 30.5 36.4 6.6 3 150
Design[5] [90nm- CMOS [50.8 16.7 16.9 22 |1 150
Design[2] [180nm-CMOS | 61 7.2 8.2 702 |9 250
Design[3] [180nm-BiCMOS |54 9.2 17 1375 |4 500
Design[4] [180nm-CMOS |51 30.5 34.3 60.1 |15 50
Design[6] |65nm-CMOS |8 29 N/A 6 1 N/A
Design[7] [80nm-CMOS [52.8 134 28 22 |3 220
Design[8] [180nm-CMOS [62.3 9.0 N/A 108.0 |2 150

Table 3.3 Performance of the new TIA and comparison with state of the art

3.5 Conclusion

In this chapter we briefly reviewed bandwidth extension techniques for TIAs and the single
stage inverter based transimpedance amplifier using inductive feedback technique has been
discussed. The new three stage inverter based TIA using inductive feedback was introduced
and the simulation results for the new TIA have been discussed in detail and comparison
with the other previously published works has been done.
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1. Introduction

The avalanche photodiode (APD) is widely used in optical fibre communications (Campbell,
2007) due to its ability to achieve high internal gain at relatively high speeds and low excess
noise (Wei et al., 2002), thus improving the system signal-to-noise ratio. Its internal
mechanism of gain or avalanche multiplication is a result of successive impact ionisation
events. In an optical receiver system, the advantage of internal gain, in the APD, is
experienced when the amplifier noise dominates that of a unity-gain photodiode. This
increases the signal-to-noise ratio (SNR) and ultimately improves the receiver sensitivity as
the gain increases until the APD noise rises to become dominant.

Indium Phosphide (InP) is widely used as the multiplication layer material in commercially
available APDs for applications in the 0.9-1.7um wavelength region with Ings3Gao.47As
grown lattice-matched to it as the absorption layer. It has been predicted that Indium
Alluminium Arsenide (Ings2Alo4sAs) will replace InP, as a more favourable multiplication
layer material due to its lower excess noise characteristics (Kinsey et al., 2000). In
comparison to InP, tunnelling currents remain lower in InAlAs due to its larger bandgap.
While holes ionise more readily than electrons in InP, the opposite holds true for InAlAs
and InGaAs, as electrons ionise more readily than holes; thus making the InGaAs/InAlAs
combination superior to InGaAs/InP in a SAM APD, in terms of lower excess noise, higher
gain-bandwidth product, and improved sensitivity. Studies have also shown that the
breakdown voltage of InAlAs APDs is less temperature dependent compared to InP (Tan et
al., 2010), which would be useful in temperature sensitive applications, thus making
temperature control less critical.

The sensitivity performance criterion for digital receivers is its bit-error rate (BER), which is
the probability of an error in the bit-identification by the receiver. The receiver sensitivity is
defined as the minimum average optical power to operate at a certain BER; 1012 being a
common standard for digital optical receivers. The sensitivity of APD-based high speed
optical receivers is governed by three main competing factors, namely the excess noise,
avalanche-buildup time and dark current of the APD. Generally, the excess noise and
avalanche-buildup time increases with APD gain. Thus, for a fixed multiplication layer
thickness, there is a sensitivity-optimised gain that offers a balance between SNR while
keeping the degrading contributions from the excess noise factor and intersymbol-
interference (ISI) at a minimum. More importantly, changing the thickness of the
multiplication layer strongly affects the receiver sensitivity, as the aforementioned three
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factors change. Reducing the thickness of the multiplication layer serves to reduce the excess
noise factor, due to the dead space effect, (Li et al., 1998) and minimise ISI via reducing
carrier transit times across the avalanche region. On the other hand, the increase in the field
in thin layers accentuates tunnelling currents at exponential rates (Forrest et al., 1980a).
Thus, careful attention is required when determining the multiplication layer thickness for
an optimum APD design.

It is, therefore, very useful and interesting to model the sensitivity of an APD-based receiver
system accurately. Such models have been developed but none included some form of dark
current mechanism, which can significantly affect the receiver’s sensitivity. Characterisation
of the APD excess noise factor in test structures is also necessary in order to model the BER
of an APD-based receiver system. Several efforts have been made to systematically
characterise promising detector material systems including InP and InAlAs.

In this chapter, we will describe the model used to investigate the receiver-sensitivity-
optimisation of InP and InAlAs APDs, which include dark current contributions from
tunnelling current. A comprehensive assessment of the measurement systems reported in
the literature is also provided followed by two suggestions for an improved design. The
results of the BER calculations on receiver systems using InP APDs will be presented,
followed by a discussion on the competing effects of performance-determining factors. A
straightforward comparison between InP and InAlAs APDs will then be presented with an
analysis on the difference.

2. Impact ionisation

The impact ionisation process occurs when a carrier injected into a high-field region gains
enough energy from the applied field and collides with the lattice structure to produce an
electron-hole pair. In an electron-initiated process, as depicted schematically in Figure 1(a),
an energetic electron at a higher state of the conduction band scatters with an electron at the
top of the valence band via Coulombic interaction, and promotes it to the bottom of the
conduction band (Singh, 1995). As this process can have a cascading effect, the net result is
the creation of many secondary electrons and holes from a single primary electron,
generated through absorption of a photon. A similar process occurs in hole-initiated impact
ionisation with similar results, as shown in Figure 1(b).

conduction band conduction band

(a) (b)

valence band valence band

Fig. 1. Schematic wavevector diagrams depicting (a) electron-initiated and (b) hole-initiated
impact ionisation events.
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Due to conservation of energy and momentum, a threshold energy, Ey, prerequisite has to
be satisfied by the primary carrier. This energy has to be greater than the band gap, E,, as
the carrier also experiences non-ionising collision processes such as phonon scattering,
which involves carriers gaining energy, losing energy or exchanging momentum. On
average, carriers will lose energy by phonon scattering because the emissive phonon
scattering rate is proportional to n,+1 whereas the phonon absorption rate is proportional to
np, where 1, is the phonon occupation number, which depends on the phonon energy, o,

. 1 . , .
given by n,=—————<—, where kp is Boltzmann’s constant and T is the absolute

ol
exp| — [-1
kgT

temperature.
The generation rate or mean number of ionisation events per unit distance for a carrier is
known as the impact ionisation coefficient. The electron and hole ionisation coefficients, a
and p respectively, are functions of electric field, temperature and material.
Carriers with energy less than Ey are unable to initiate impact ionisation and have to
traverse a distance, within the high electric field region, known as the dead space before
they acquire sufficient energy. A carrier that has gained Ey is said to be enabled, as its
ionisation probability is no longer zero.
The mean multiplication factor, M, or gain is the ratio of the total number of carriers
generated to the number of carriers injected. In electrical current terms, this is given by M =
I,/1;, where I, is the generated output photocurrent (where carrier multiplication occurs)
and I; is the initial photocurrent (before carrier multiplication). M can be calculated using the
local model (Stillman and Wolfe, 1977) where the multiplication layer width is assumed to
be much greater than dead space. Neglecting dead space and solving electron and hole
continuity current equations in the multiplication layer, M is given by

exp[_j(q(xv) — ﬁ(xl)) dx':l
M(x)= — 0 . "
1-] OL(JC')eXP[—I (a(x") —B(x"))dx'} dx'

0 0

where a and f are position-dependent ionisation coefficients, and electrons are injected from
x = 0 and holes from x = w, i.e. electrons drift in the positive x direction, holes otherwise.
Assuming a uniform electric field, i.e. an ideal p-i-n diode, a and p have no spatial
dependence and (1) simplifies to

(o= PP
M(x)=—F——— 2
0= @
Hence, pure electron mean multiplication factors, M, and M, are given by
o—
Y U ®

ae—(a—[})w _B

and
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)

Mh - ae,(a,ﬁ)w —B (4)

Rearranging equations #, a and f§ can be determined by measuring M, and M}, in ideal p-i-n
structures, based on the simplified assumptions outlined above, as

a=t| M =1 ) (M, 5)
w MciMh Mh

and

e

1 M -1 M
B_W{MHMJIH[M ] (6)

3. Excess noise

The stochastic nature of the impact ionisation process results in fluctuations in the
multiplication factor. This noise, introduced by impact ionisation, is caused by the
unpredictability in the production position of the secondary carrier.

For an APD under illumination, assuming the incident photons have a Poisson distribution
generating a primary photocurrent, iy, in a circuit of bandwidth, B, the mean number of
photogenerated carriers is given by

(m) =ngT, ?)

where 7 is the quantum efficiency, ¢ is the photon flux in photons per second, and T is the
collection time interval.

For a measurement circuit with bandwidth B, the minimum distinguishable time interval
between received current pulses can be defined by the Nyquist criterion as T, =1/(2B).

Hence, the total current collected in time interval, T,, and the associated variance, are given
by

y_etm)
(i) = )
and
2
(1)
where Gfﬂ is the variance in photocurrent, 67, is the variance in number of photogenerated

carriers, e is the unit of electron charge. From (7) and (8), the mean photocurrent is,
therefore, given by

(ipy )= eng (10)
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and from (8) and (9), noting that <m>:c<2m> for a Poisson distribution of photons, the

variance in photocurrent is given by
oy, =2e(i, )B (11)

These simplified derivations show that even without avalanche gain, variance in the
photocurrent is expected due to the random nature of the photocurrent generation. Note,
also, that (11) is identical to the shot noise formula for variance in a current.

Hence, for an APD considered as an ideal noiseless multiplier with multiplication, <M> , the
mean photocurrent, < >, is given by

(in) = (i, (M) (12)

and the mean square noise current is given by

lph

N = 2¢(iy, )(M)” B (13)

Equation (13) describes the ideal (noiseless) multiplication process, where the stochastic
nature of the avalanche multiplication process is excluded. To account for the noise
associated with the multiplication process, the excess noise factor, F, is introduced into (13),
giving

N =2e(i,, )(M)* BF (14)

where F is expressed as

F= (15)

Equation (15) shows that the average multiplication, (M), has statistical fluctuations and F
in (14) describes how much the avalanche noise deviates from an ideal multiplier. When
there is no multiplication noise, F = 1 and only shot noise exists. Hence, F permits the noise
performance of APDs to be considered in the same terms as that of other system
components.

4. The Random Path Length model

Unlike the local model described earlier, non-local models account for the dead space and
one such model is the Random Path Length (RPL) model (Ong et al., 1998). The RPL model
is a simple model that is able to predict multiplication and excess noise characteristics in
APDs by modelling the transport of carriers during the impact ionisation process. The
model operates by consideration of the ionisation path length probability distribution
function, P(x), for each carrier as it passes through the device. For the hard threshold dead
space model, which is considered here, the probability for an electron to impact ionise for the
first time after travelling a distance x in a uniform electric field, E, is given by
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0 ,x<d, (16)

P ={a*exp[—a*<x—d: )] x> d;

where a* is the enabled electron ionisation coefficient and d, is the electron hard threshold
dead space, given by

d; = Le 7)
[]J

and Ey, is the electron ionisation threshold energy, g is the electron charge and J is the
applied electric field. From (16), the average distance between electron initiated ionising
collisions is

xP,(x) dx = —+d, (18)

e

O —y

and the mean ionisation coefficient is the reciprocal of this, that is

- 1 19
OL—/* 1 ()
e *
(o2

From (16), the probability that a carrier travels a distance x without impact ionising is

1 x<d,
S,(x)= . A (20)
® {exp[—a (x_de):| ,x>d:

Thus, a random electron ionisation path length, I, can be expressed by substituting
uniformly distributed numbers, r, between 0 and 1 for S.(x) to give

fo=d; -0 @
o

Similar expressions for the hole impact ionisation path length can be obtained by
substituting Pe(x), Se(x), o0, o, d, and I, with Py(x), Su(x), B, B*, d;, and I, in (16)-(21).
The RPL simulation is composed of n number of trials, where the choice of # is a trade-off
between accuracy and computation time. A trial in the RPL simulation is complete when all
the carriers have left the multiplication region. Each injected carrier gives rise to a
multiplication value, m, which is a random variable due to the stochastic nature of the
impact ionisation process. The mean multiplication and excess noise factor can be calculated
using

M=1%m, (22)
nig
and
_ 1 2
F= Y ;(ml ) (23)

where m; is the multiplication resulting from trial i in the RPL simulation.
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5. BER model

The current developed in an APD, by chains of impact ionisation events, take time to
build up. Materials with disparate ionisation coefficients tend to have longer chains of
ionisation events; thus having longer current buildup times compared to currents
developed by shorter chains. This buildup time, which is stochastic, has an associated
bandwidth limit and thus governs the APD speed and ultimately, the level of ISI in the
receiver system.

To understand the stochastic nature of the APD buildup-time-limited bandwidth and its
statistical correlation with the gain, Sun et al. introduced the shot-noise equivalent bandwidth
(Sun et al., 2006), defined as Bgneq = <M%/Ty,,> / 2<M>2F, where Ty, is the avalanche buildup
time. The quantity Bgsneq is the bandwidth that, when used in the usual formula for APD-
amplified shot noise, 02 = 2e<M>2FBgneqiP/hv, gives the correct value of the shot-noise
variance, where 1 is the APD quantum efficiency, P is the optical power, h is Planck’s
constant, and v is the photon’s frequency. Due to the stochastic coupling between Ty, and M,
Bsneq is generally greater than the conventional 3dB bandwidth of the APD, Bsgqs, which is
taken as the 3dB-drop point in the Fourier transform of the APD’s mean impulse-response
function. This discrepancy can be as high as 30%, leading to a similar error in the prediction
of the APD-amplified shot-noise variance if Bsqp is used in place of Beneq.

The Gaussian-approximation method was used to calculate the BER and is described as
follows. The output of the integrate-and-dump receiver was approximated by a Gaussian
random variable with the exact mean and variance, and the BER was computed using
(Agrawal, 1997)

1 06— pny—6
BER ~ —| erfc 0 |+ erfc| =L 24
4 |: [ \/EGO J ( \/501 ( )
where p, and o; denote the mean and variance for the receiver’s output conditional on the
present bit (i.e., the information bit corresponding to the receiver’s present integration

period) being ‘0, and y, and o} are similar quantities conditional on the present bit being
“1.” The decision threshold, 0, is taken as

g = HoS1 T H1%
Gy + (<51

(25)

which is a convenient approximation to the optimal decision threshold that minimises the
BER (Agrawal, 1997). The expressions for the parameters p,, o3, u, and o3 are derived as
(Sun et al., 2006)

1 ny(M )
=210y ) 6
2 2 1-— —KA 4 2
% :in[)é?? ((1—ee‘m)) o <2A:x> F(l_eﬂ ~kre™ ) o] 27)
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ny (M e
by = g + Oéx >(Kx-1+e +) (28)
2
c%:cg+7n0<fi> F(K)»—2+2e’“x+1<}ne’“) (29)

where 19 is the average number of absorbed photons per ‘1" bit, ¥ = 4Bgneq/ 27Bags is the
bandwidth correction factor, which accounts for the discrepancy between Bgsneq and Bsgs, and A,
is the detector-speed factor, which is a measure of the detector’s relative speed, defined as A =
27B3gs/ Rv, where R, = 1/ Ty, is the bit transmission speed, and Ty, is the bit duration. Finally,
the term 0% represents the variance of Johnson noise accumulated in the integration time.
Note thaty,, o2, u, and o¢ are quantities that are averaged over all possible past bit
patterns.

The expressions in (26)-(29) are generalisations of the traditional expressions for the output
statistics of APD-based receivers found in optical communication literature (Agrawal, 1997).
Whilst these expressions capture the usual effects of shot noise and the excess noise due to
avalanche multiplication, they additionally capture the effects of ISI, relative speed of the
detector, as well as the stochastic coupling between the APD’s gain and buildup time
through the effective use of the parameters x and 1. For an instantaneous detector, i.e. Bags =
o, the detector-speed factor 1 is infinite, and the expressions shown in (26)-(29) collapse to
the traditional expressions for the receiver mean and variance in the absence of ISI
(Agrawal, 1997):py=0, of= Gy, W=y (M), and o5 = Gy +1y <M>2F . Moreover, in
detectors for which the gain is unity, e.g. a p-i-n diode, the bandwidth correction factor x is
unity, resulting in simplified versions of (26)-(29) that continue to capture the effect of ISI.
The term in p, and the first two terms in 3 , as shown in (26) and (27), respectively, are due
entirely to contributions from ISI resulting from the random stream of bits (preceding the
present bit). In particular, they arise from contributions from photo-generated carriers
generated within the bits that precede the present bit. The second term in (28) and second
term in (29) are due to contributions from carriers generated during the present bit. The
parameters p,, o2, w, and o shown above do not include the contribution from the
APD’s tunnelling current generated in the multiplication region of the APD.

5.1 Variant of the Gaussian-approximation

In the previous section, it was assumed that the receiver output, conditional on the state of
the present bit, is a Gaussian random variable. Ong et al. (Ong et al., 2009) replaced this with
the more realistic assumption that the receiver output, conditional on the state of the present
bit and the entire past bit stream, is a Gaussian random variable. This enables one to compute
the BER conditional on the entire past bit stream, and then average the resulting pattern-
specific BERs over all possible past bit patterns to obtain the overall average BER. The
advantage of this approach is that it relaxes the often unrealistic assumption of a uni-modal
probability density function for the receiver output conditional on the state of the present
bit. While this variant approximation will yield an improved approximation of the average
BER, it comes with a slight increase in computation.

The mean and variance of the ISI contributions in the receiver output from the kth past bit
alone are respectively given by
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21y (M)e ™

Mispx = "y (cosh(kr)-1) (30)
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n <M>2F -K) —K —K —K
01251,,( :0Te e (e * —1)(1—1{7& b e 7‘) (31)

Considering an arbitrary past bit pattern, I;, of length L bits, the mean of the receiver output
when the current bit is ‘0" can be calculated by adding up the contributions from each of the
ISI terms from the past bits in the pattern I;; which yields the expression

L
MO(Ij):);ak(Ij)“ISI,k (32)

where a(Ij) = 0 unless the kth bit in the pattern I;is a “1” bit, in which case ax(l}) = 1.

Similarly, the variance of the receiver output associated with the pattern I; when the current
bit is ‘0" can be calculated by adding up the ISI contributions from past bits in the specific
pattern as well as contribution from Johnson noise to obtain

L
oo (1;)= l;ak(lj)cfg/k +o7 (33)

5.2 Generalisation of the model to include tunnelling current
The un-multiplied band-to-band tunnelling current, I, is modelled by (Forrest et al.,
1980b)

)05 0.5
(2m’) g*3VA 2nop(m’) E,' \
L. = exp| — 4
tunn thgof, xp qh3 ( )

where m”is the effective electron mass, V is the applied reverse bias voltage, A is the device
area, and or is the tunnelling fitting parameter. The average number of dark carriers
generated per bit time interval, T, is given by ny = IuuwTy/g. Since the dark-carrier
generation has Poisson statistics, it is plausible to attempt to include the effect of dark
carriers on the parameters p,, o, u, and o? by treating dark carriers as photo-generated
carriers.

The expression for zo(l;) including dark carrier generation was obtained as

Ko (I/) = ;ﬂk (Ij)ulst + ndéxM> (1 - ef'd)+ ndéxM> (K)\, -1+ e"‘k)
L (35)
= iak(lj)MISI,k +”d<M>

=~
Il

1

while the expression for o (I j) was derived as
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2
GS(If):éak(lj)Glzst +%(Kﬂ—l+e"‘k)+o% (36)

The receiver mean output, x1(I;), when the present bit is “1” is obtained by adding to uo(I}) the
contributions from the photons in the current bit. Combining this component with the
contributions from the ISI terms gives

()= o1+ 5 1) @)

Similarly, adding the contributions from the photons in the current bit to o3 (I j) yields

2
2(1 V2 no(M)"F = -k
cl(lj)—co(lj)+T(Kk—2+2e +iche™) 38)
Finally, for every past bit pattern I;, j =1, ..., 2L, the pattern-specific BER can be calculated as
follows

1) [e-w(t) (1) -0
BER(I]-)~4 erfc \/EGO(Ij) + erfc \/E('Sl (Ij) (39)

where 0 is calculated as before from (25). To calculate the overall BER, the ensemble
average of the pattern-specific BER is computed over all possible past bit patterns; more
precisely,

12
BER :Z—L;BER(I]-) (40)

The bit-length parameter, L, can be chosen to be sufficiently large to capture all significant
ISI terms; in this work, L = 10 was found to be an adequate choice beyond which no
significant change in the BER was observed.

6. Measurement of excess noise: A survey

Estimation of the BER, which can be obtained from a certain diode fabricated from a
particular material system, relies on the characterisation of the excess noise factor using one
or more test structures. The test structure is often a p-i-n avalanche photodiode into which
light is injected through one of the contacts. To permit this injection, the shape of that
contact is often an annulus. Generally many such characterisation diodes are fabricated
simultaneously using standard optical lithographic and etching techniques. The excess noise
power as a function of multiplication is measured for many values of multiplication such
that the value of McIntyre’s ker (McIntyre, 1966) for a particular material system can be
established. This value can then be used in conjunction with the methods described herein
and noise analyses of the front end receiver circuits to estimate the BER for a specified
optical irradiance. In this section we consider each of the noise measurement systems
reported in the literature and offer two suggestions for an improved system.
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Several excess noise measurement systems have been reported in the literature and

comparisons between the circuits described may be drawn. The figures of comparison are,

o The system signal to noise ratio, where the signal is defined as full shot noise exhibited
by 1pA.

¢ The maximum permissible APD junction capacitance. In the case of multi-frequency
systems the lowest available frequency is used; this produces the most favourable
result. It is assumed that the system input impedance and diode junction capacitance
form a first order low pass network.

6.1 Measurement systems

The first report of noise measurements on photodiodes was by Baertsch (1966). Insufficient
information is provided to estimate this system's figures of merit so it is excluded from the
comparison. Xie et al. (1993) proposed a measurement system that was substantially similar
to Toivonen et al. (1992). The Xie et al. (1993) system represents both. Bulman (1983), Ando
and Kanbe (1981) and Lau et al. (2006) presented systems based on phase sensitive
detection. Xie et al. (1993) and Toivonen et al. (1992) used a DC approach.

6.1.1 Bulman’s system

Figure 2 shows the system reported by Bulman (1983). It is a PSD system in which
photocurrent and excess noise are extracted and read out by two lock in amplifiers. The
APD is loaded by the AIL13680 through the bias tee. It may be assumed that the APD
experiences a 50Q load. The preamplifier output is fed to a receiver having a calibrated
bandwidth. The resulting signal proportional to the noise power contained within the
calibrated bandwidth is passed to a lock-in-amplifier.

Laser ——  Chopper ,JJ’ Y Bias Tee DC Bias
Cy
ATL 13680
o Pre-Amplifier
Chopper Driver——  LIA
AIL 13610
30MHz Reciever
LIA — Chart Recorder

Fig. 2. Bulman's excess noise measurement system

Bulman proposes two methods to quantify the absolute noise power measured. Firstly a p-i-
n detector is illuminated under unity gain conditions. It is assumed that under these
conditions the system will measure full shot noise. A second calibration method is proposed
in which a calibrated oscillator is used in place of the APD. This allows the experimenter to
set the power which will be measured. Adjusting the power supplied by the oscillator
allows the linear range of the system to be estimated. Bulman reports a 30dB range of linear
measurement between -140dBm (107 W) and -110dBm (104 W). In several III-V
semiconductors the impact ionisation coefficients are nearly equal. Under this assumption,
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Tager (1965) has shown that excess noise is proportional to M3. Assuming Bulman’s system
is used from unity gain with a noise power of -140dBm the maximum multiplication prior to
the limit of linearity in noise measurement is ten.

Bulman's report lacks some information regarding the front end amplifier. An Analog
Devices AD9618 low noise opamp in non-inverting mode is used as a model. It achieves a
gain of 100V/V and a bandwidth of 80MHz with 50Q input impedance. The equivalent
input noise voltage is 1.94 nV/Hz"% Using this model as an approximation the signal-to-

(100 x 50)* x 2qi,
(1.94x 107 x 100)>

The capacitance of the diode which can be tolerated by Bulman'’s system is given to a first
approximation by considering the system input impedance and the junction capacitance as a
first order RC network. Assuming that all other parasitic effects (for example diode series
resistance) are negligible in comparison, applying the commonly known expression for a

first order network yields, C = %n R’ where f=30MHz and R = 50 ohms. C = 106pF.

noise ratio for Bulman’s system is SNR = =-36.73 dB . When iy, = 1pA.

6.1.2 The PSD system of Ando and Kanbe

Ando and Kanbe (1981) reported the system shown in Figure 3. It is a PSD system in which
the APD is loaded by 50Q due to the input impedance of the IF amplifier. The measurement
system bandwidth is defined by the IF amplifier and is IMHz centred on 30MHz. The APD
is biased using a bias tee and a variable voltage source. The noise power is read out from a
lock in amplifier. A power meter and signal generator, with its output passed through a
calibrated attenuator, provides a means of relating the absolute signal power to the value
measured leaving the IF amplifier. Photocurrent is extracted by DC measurement of the
current entering the bias tee. The measurement of devices exhibiting high dark current is
therefore difficult with this system. The various connections required to calibrate the system
and perform measurements are made using relays.

P enamm— IF Amplifier

Light Source Chopper

LIA

Chopper Driver Sig. Gen. I

Power Meter

Fig. 3. The PSD noise measurement system due to Ando and Kanbe

Ando and Kanbe did not report any attempts to measure shot noise on their system. They
also do not give information regarding the model numbers or manufactures of their system
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components. No noise specifications for the instrumentation are given. Assuming that their
system adds no noise other than the thermal noise of the 50Q input impedance within the
measurement bandwidth then the signal-to-noise ratio can be computed using
2qiphBRi71

B
4k,T A

capacitance which can be tolerated by Ando and Kanbe’s system is calculated in a similar
way to Bulman’s system and produces the same answer C = 106pF.

The authors claim that noise power as low as -130dBm/Hz can be measured with 0.5dB
accuracy. This represents a current of 0.125pA developing full shot noise.

SNR = , where Ry;= 50Q, B = IMHz, T = 300°K and i, = 1pA. The junction

6.1.3 A measurement after Xie et al.

The system proposed by Xie et al. (1993) is similar to that proposed by Toivonen et al.
(Toivonen et al., 1992). The APD is connected to a micro-strip line and DC voltage is applied
via a bias tee.

The measurement is made using a CW light source and a noise figure meter such as the
Hewlett Packard 8970A. The system has two significant advantages over PSD systems such
as those of Bulman (1983) and Li (Lau et al.,, 2006). Several measurement frequencies are
available up to the limit of the circuits or analyser. Presently Agilent Technologies
manufactures noise figure meters capable of measuring 10MHz to 26GHz with variable
effective measurement bandwidth. This upper limit can be increased by using heterodyne
methods. Xie's system (Xie et al., 1993) was limited to 1.3GHz maximum measurement
frequency and 4MHz noise measurement bandwidth. The measurement is, in principle,
quicker than a PSD system. The operation of PSD is discussed fully elsewhere (Horowitz
and Hill, 1989) but it is sufficient to realise that the time constant of a PSD measurement
may be expected to be longer than of a noise figure meter. DC measurements have several
disadvantages over PSD however. For example the lowest practically measurable photo-
generated noise is higher in CW systems than in some PSD systems. Using a
transimpedance amplifier, Li (Li, 1999, Li et al., 1998) has shown that the transimpedance
amplifier reported by Lau et al. (2006) can be used as the basis of a noise measuring system
with greater (less negative) noise signal to noise ratio than is possible by using a 50Q
measurement system. A further objection to CW systems is that the noise without
illumination - the dark noise - should be periodically measured in order to maintain
consistency. The dark noise should be stable and sufficiently small, compared to the noise
with illumination - combined light and dark noise - that the noise with illumination is
dominated by the light noise. If this condition is not met the confidence of the measurement
is compromised. Xie et al. (1993) reported measuring noise power as low as -182dbm/Hz
without difficulty using the CW system shown in Figure 4. In a 50Q system -182dbm/Hz is
equivalent to full shot noise generated by 8pA of photocurrent. The capacitance which can
be tolerated by this measurement system is computed at the lowest useable frequency, as
this produces the most favourable result. By the same first order approximation used in
Bulman’s and Ando and Kanbe’s systems Xie's system will exhibit a -3dB (half power)
bandwidth of 10MHz when loaded with 636pF.

6.1.4 A PSD system after Li et al.
The system of Li (Lau et al., 2006, Li, 1999) employs phase sensitive detection and a
transimpedance amplifier. A schematic diagram is shown in Figure 5.
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Fig. 4. CW excess noise measurement system after Xie et al.

The laser is chopped by mechanical means at 180Hz and is presented to the diode via a
system of optics which is not shown. The TIA is used to convert the diode current into a
voltage. This voltage is amplified using a commercial low noise wide band amplifier
module (Minicircuits ZFL-500). A precision stepped attenuator (HP355D) is used to vary the
system gain permitting measurement of high and low noise devices. The noise signal is
separated from the low frequency component of the photocurrent by a Minicircuits SBP-
10.7+ LC ladder filter which also defines the noise measurement bandwidth. After filtration,
the signal resembles an amplitude modulated noise waveform, where periods of diode
illumination produce greater noise amplitude than periods of darkness. Further
amplification follows, prior to a wide band squaring and averaging circuit. The output of
the squaring and averaging circuit is an approximately square voltage signal, the amplitude
of which is proportional to the noise power contained in the measurement bandwidth. The
fundamental frequency of the noise power signal is 180Hz. The squaring circuit is based on
an Analogue Devices AD835 analogue multiplier. The averaging circuit is a first order RC
filter with a time constant of approximately 100ps. The output from the squaring and
averaging circuit is measured using a lock-in-amplifier. The photocurrent signal is taken
from an auxiliary output of the TIA where the amplitude of the 180Hz square wave is
proportional to the photocurrent. The photocurrent signal is measured on a second lock-in-
amplifier.

Kiethley
SMU
Model 237
A, = 20dB 0 — 120dB Minicircuits A, = 20dB
Laser |— Chopper {J‘:;' X
— ZFL-500LN % N~ [— ZFL-500LN
TIA X
HP 355D SBP-10.7+
T.=1100 A/V
Chopper Driver Lock-in-amplifier Lock-in-amplifier —— Power Meter
Stanford SR-810 Stanford SR-830

Fig. 5. Schematic diagram of an excess noise measurement system after Li

The system after Li (Lau et al., 2006, Li, 1999) is superior in noise performance to prior
reported systems. The transimpedance amplifier provides a signal to noise ratio which is
superior to that possible in a 50Q system. Consider the connection of a photodiode and a
50Q) resistor. Assume that full shot noise generated by iy, = 1pA flows through the resistor
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which exhibits thermal noise at T = 300°K. The noise signal to noise ratio is then,
50,/29i,, o . . -
NSNR = 20log,y ————=—==-30.15 dB. The noise signal to noise ratio (also considering
50 x 4kgT
1pA photocurrent) of Li’s system is -25.7dB (Li, 1999).
The dynamic range of Li’s system is limited at the lower bound by the ability of the lock in
amplifier to extract the in-phase excess noise signal from the system’s background noise.
Practical experimentation by the authors and their colleagues has shown that full shot noise
developed by 1pA is approaching the limit and the shot noise from 0.1pA is not reliably
measurable. The precise limit is difficult to quantify because it is affected by the prevailing
electromagnetic conditions both radiated (passing through the experiment volume) and
conducted into the power supply lines. At the upper bound the maximum attenuation of the
stepped attenuator provides a limitation however more attenuation could be added without
difficulty. The linearity of the transimpedance amplifier at high input current is a second
limit. When driven from +/-5V supplies a TIA with a gain of 2200V/A will saturate at
approximately 2.25mA input current. Because the relationship between excess noise factor
and photo-multiplication varies between material systems it is unwise to speculate the
maximum multiplication which can be used. Furthermore if a device is available which can
be operated with a very large gain the optical illumination may be reduced in order to
reduce the multiplied photocurrent and the excess noise power. In this way higher
multiplication values may be measured. In order to measure lower multiplication values a
larger primary photocurrent is required. By performing two or more measurements with
differing primary photocurrents it is possible, assuming the APD is sufficiently robust, to
measure multiplication and excess noise power over any desirable range above the system
limit.
The capacitance tolerated by Li’s transimpedance amplifier (Lau et al., 2006, Li, 1999) is
lower than all of the other systems. The interaction of the APD junction capacitance and the
feedback capacitor permits the existence of resonance in the transimpedance amplifier.
When the capacitance is sufficiently large oscillation breaks out and the measurement
system is saturated. There limit of measureable junction capacitance is however not
governed by the presence of oscillation. A result of the interaction of the diode junction
capacitance and the feedback capacitance is a dependence of the effective noise power
bandwidth of the system on the diode junction capacitance, which is itself dependant on the
DC bias voltage applied to the APD. As a result a correction to the measurement bandwidth
must be made when processing the measurement data. The limitation of the measurable
device capacitance is governed by the quality of the correction which can be achieved and
by the presence of oscillation. While it is known that up to 56pF does not cause oscillation,
Li placed the limit at 28pF (Li, 1999). This limit was obtained by calibrating the bandwidth
of the transimpedance amplifier with several values of capacitance. Having performed the
calibration, shot noise due to photo-generated carriers was measured using a unity-gain
silicon photodiode. A second data set was gathered in which extra capacitance was placed
in parallel with the photodiode to simulate a diode of greater capacitance. The simulated
higher capacitance shot noise data was processed using the original calibration. The quality
of the fitting of the standard photodiode shot noise and the simulated extra capacitance shot
noise data was used as a basis for defining the quality of the correction and hence the
maximum capacitance.
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6.2 An improved CW noise measurement

We propose two possible improvements to the design proposed by Xie et al. (1993). Both are
essentially improvements to the method by which the instrumentation is calibrated. The
introduction of a calibrated noise source (HP346B) permits the use of direct noise figure
measurement - as opposed to hot/cold measurements, which is a considerable
improvement. The noise figure meter (N8973A, or an older model such as the N8970) is
designed such that the noise source is connected to the device (for example an LNB) under
test. Of course if the device is an electro-optical transducer this is impossible as there is no
place to attach the noise source. This leads to the use of a pre-test calibration followed by
hot/cold measurements. It would be preferable to use the noise figure analyser (NFA)
according to its design principle, i.e. with the noise source in the measurement. The NFA is
provided with prior calibration - by the manufacturer - of the noise source’s contribution to
the system. The system gain is also computable by measuring the effect on the noise output
when the noise source is switched on and off - it is pulsed by the NFA. The time average of
the change in noise level can provide the gain from the noise input port to the NFA input
port. The prior knowledge of the known noise input from the calibrated source (HP346B)
allows the NFA to compute the gain and noise figure nearly instantly, a considerable
improvement in measurement speed, accuracy and precision. The question is then “How
can the noise source be applied to the APD?” It cannot be directly applied. However, a
secondary port can be created which permits the connection of an APD and the noise source
to the NFA simultaneously. We provide two example designs here, the first uses a 50Q
matched topology similar to that of Xie et al. (1993). The second describes a similar overall
structure but using a commercial transimpedance amplifier.

The APD multiplication, excess noise factor and noise power bandwidth can be established
simultaneously in one measurement. The limitation of the system bandwidth can be
alleviated by two methods. Firstly a higher maximum frequency noise figure meter can be
obtained. Agilent Technologies presently manufactures noise figure meters/analysers
capable of directly measuring up to 26GHz. The use of heterodyne techniques could extend
this considerably. However a relatively inexpensive alternative is to use a lower bandwidth
noise figure meter but begin measuring bandwidth once the APD has been biased to achieve
a high gain. The high frequency roll off due to a finite gain bandwidth product can be
observed at lower frequencies; the unity noise gain bandwidth product can then be inferred.
The importance of correct impedance matching cannot be overemphasized.

6.2.1 50Q system

The system diagram in Figure 6 shows the structure of the measurement setup. A Source-
Measure Unit! drives a bias tee composed of L; and Ci. An example of a suitable tee is the
PicoSecond Model 5541A. The APD is connected to a microwave DC block (C;) and this is in
turn connected to a termination (50Q). The DC block and the termination must be
electrically close to the APD even at the highest measurement frequency. It is preferable to
fabricate the DC block and the 50Q termination with the APD as an integrated circuit. From
the point of view of the first amplifier the APD is a Norton source coupled to the end of a
properly terminated transmission line. Approximately half of the noise power will escape to
ground via Ry, the rest will enter the measurement system. It is possible to calibrate the

1 A precision voltage source and current measuring device, e.g. Keithley models 237, 2400 and 2612
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measurement system either manually (i.e. use a 50Q signal generator to list a table of
adjustments for each frequency and post process the measured device data based on these
reading) or automatically by using the HP 346B Noise source connected to the first amplifier
input instead of the APD. The attenuator setting must be noted down when the calibration
is carried out. The first amplifier in the chain must be of the lowest possible noise. Examples
include Minicircuits ZFL-1000LN+, ZX60-33LN+ and Pasternack PE1513. The ZFL-1000 has
low noise and a reasonably flat gain vs. frequency profile from 100kHz to 1GHz however
bandwidth is limited to 1GHz. The ZX60-33LN+ has exceptionally low noise, and
reasonable gain vs. frequency characteristics from 50MHz to 3GHz. The PE1513 has
relatively poor noise especially as frequency increases, the gain vs. frequency profile is not
ideal either; however it is the only device which covers the whole frequency range of the
NFA, which is 3 GHz in the case of the N8973A. Unless APDs possessing bandwidths below
50MHz are to be routinely measured the authors preferred choice is the ZX60-33LN.

SMU

|— 5092 Amplifier —— 502 Amplifier % 509 Amplifier ——

Cy
APD 10MHz to 3GHz 10MHz to 3GHz  Stepped Attenuator 10MHz to 3GHz
0 - 100dB

HP 346B

Noise Source

ower
Agilent N8973A ‘I ower
Combiner

Fig. 6. 50Q 10MHz to 3GHz excess noise measurement system

The specifications of the second and third amplifiers are considerably less critical than the
first. Any microwave device with reasonable noise and gain vs. frequency characteristics
will be acceptable. The stepped attenuator should be of the precision type for example the
Trilithic RSA35-100 (0dB to 100dB in 10dB steps) would be ideal. The power combiner may
be of any type which covers the required bandwidth. A suitable resistive splitter/combiner
is the Minicircuits ZX10E-14-S+.

The maximum device capacitance is approximately 2pF to obtain a 3dB point of
approximately 3GHz. Ry must be electrically close to the APD, consequently it is unlikely
that the noise contribution of this resistor could be minimised by cooling as was reported by
Xie et al. (1993). If the APD was measured at low temperature however it would be
plausible to place R; and C; in the cryostat chamber with the APD, thus obtaining a noise
advantage at lower temperatures. A laser is often used to excite electro-optical transducers
in characterisation experiments. In this case the laser should be a gas laser possessing a
single longitudinal mode, preferably frequency and amplitude stabilised. The authors have
met with little success in noise characterisation experiments using semiconductor lasers, the
laser relative intensity noise (RIN) is often too great to permit measurement of the detector
noise.



176 Photodiodes - World Activities in 2011

6.2.2 TIA CW noise measurement system

The structure of this measurement system is nearly identical to the 50Q system previously
described. The principle difference is the use of a transimpedance amplifier front end
instead of a 50Q system. Figure 7 shows the system diagram.

C1 provides an AC ground for the APD such that the very great majority of the noise current
flows into the TIA. Example TIAs are given in the figure. Commercial TIAs often have input
impedance which is not a good approximation to a virtual earth. As a result the maximum
permissible device capacitance is often lower than in the 50Q system case, and is dependent
on the particular TIA in use. The MAX3910 provides ~9GHz small signal bandwidth and
nearly linear output voltage to input current relationship for photocurrents in the range 0 to
900pApkpk- The small signal gain of this TIA is approximately 1.6kV/A in the linear region.

SMU
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Cimmappg | 0% Amplifier —— 500 Amplifier ;W( 500 Amplifier ——
I 10MHz to 3GHz  Stepped Attenuator 10MHz to 3GHz
- 0 - 100dB
— TIA
Example TIAs: NHP i;-l()‘B
PHY1090 oise Source

MAX3970 - Obsolete

ONETS8501T

ONETS8531T Powe

ONETS8514T Agilent N8973A ower

Combiner

Fig. 7. Transimpedance amplifier excess noise measurement system

Unlike the 50Q system it is not possible to connect the noise source to the TIA input for
calibration purposes. Impedance matching considerations preclude it. This is a major
limitation of the TIA measurement compared with the 50Q measurement. Calibration of the
TIA signal path with the noise source is only possible at the TIA output. A plausible method
of calibration is to use a unity gain wide band p-i-n diode which is known to exhibit shot
noise. Any deviation from shot noise can be calibrated out.

7. 10 Gb/s optical communications receiver BER analysis

This section will use the model described in section 3 to analyse the sensitivity of an APD-
based receiver system by first investigating the performance of a 10 Gb/s receiver system
using InP APDs followed by a discussion on the competing effects of excess noise, APD
bandwidth, and tunnelling current on the receiver sensitivity. Similar calculations will then
be performed for systems using InAlAs APDs to provide a straightforward and fair
comparison with InP.

7.1 Parameters and coefficients

The non-local impact ionisation coefficients and threshold energies of Tan et al. (2008) for
InP and Goh et al. (2007a) for InAlAs are used due to the extensive electric field range over
which they are valid. The un-multiplied tunnelling current (Forrest et al., 1980b) defined by
Equation (34) will use reported experimental InP (Tan et al., 2008) and InAlAs (Goh et al.,
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2007b) tunnelling fitting parameters. Since the tunnelling fitting parameters vary with
avalanche width, the lowest value, 1.16 for InP and 1.26 for InAlAs, was used for all
investigated avalanche widths to assume the worst case scenario. The Johnson noise due to
the TIA in the receiver at 10 Gb/s was assumed to be 636 electrons per bit, corresponding to
an input noise current density of 10.7 pA/Hz". Calculations were performed for a series of
InP and InAlAs APDs, with active area radius of 15um and avalanche widths ranging from
0.1 to 0.5um. A complete list of the parameters used in this section is shown in Table 1.

Parameters InP InAlAs
ve (105 m/s) 0.68 0.68
vh (X105 m/s) 0.7 0.7

Ethe (eV) 2.8 3.2

Ethh (eV) 3.0 3.5

E;(eV) 1.344 1.45
m 0.08m, 0.07m,

or 1.16 1.26

Table 1. Parameters used to simulate the receiver sensitivity performance of InP, InAlAs,
and InP and InAlAs APDs.

7.2 InP APD optimisation

Sensitivity versus gain curves were calculated for the InP APDs and the results are shown in
Figure 8. The key observation is that for each APD, there exists an optimum mean gain that
achieves the lowest sensitivity. In Figure 9, the optimum sensitivity for each device and
corresponding mean gain are plotted as functions of the avalanche region width. This allows
identification of the optimum avalanche width for a given transmission speed, thereby
yielding the optimised sensitivity for a given transmission speed; in this case, 10 Gb/s. The
calculations predicted an optimum avalanche width of 0.19 pm for InP APDs, yielding a
sensitivity of -28.1 dBm at a gain of 13 for a 10 Gb/s system.

T

Sensitivity (dBm)

Gaijpy

Fig. 8. Receiver sensitivity versus gain for the InP p-i-n APDs, of different avalanche widths,
investigated for a 10 Gb/s transmission system.
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Fig. 9. Lowest sensitivity (solid line, left axis) and its corresponding optimal mean gain
(dashed line, right axis) versus InP APD avalanche width for a 10 Gb/s transmission system.
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7.3 Competing performance-determining factors

In order to independently assess the significance of (i) ISI, (ii) device bandwidth, and (iii)
tunnelling current, three additional sets of calculations were carried out, which shall be
referred to as incomplete calculations (all at 10 Gb/s). Each set in the incomplete calculations
ignores one of the aforementioned three effects. ISI is excluded from the calculations by
setting L = 0 in (35) and (36). The device bandwidth constraint is removed by setting A = o,
which corresponds to an instantaneous APD. The effect of ISI is also automatically ignored
in an instantaneous APD. It is important to note that when ISI is excluded from the model
by means of setting L = 0, the receiver output is still affected by the bandwidth through the
parameter A in the second terms of (37) and (38), which in turn, represent the attenuation in
the receiver output resulting from the APD’s bandwidth constraint. This shows the
capability of the model to exclude ISI effects alone without the need for assuming an infinite
APD bandwidth. Tunnelling current is excluded by setting 1z = 0.

Results from each of these three sets of incomplete calculations are compared to those from
the complete calculation in Figure 10. By observing Figure 9, it is clear that the optimum
sensitivity versus width characteristic for a given transmission speed is controlled in a very
complex fashion by three device-related factors, namely the tunnelling current, excess noise,
and device bandwidth. As the device width decreases, the operating field increases,
resulting in increased tunnelling current. The excess noise also decreases with thinner
devices confirming, as the dead-space effect becomes more significant (Tan et al., 2008,
Forrest et al., 1980a). At the same time, the APD’s bandwidth decreases with w; this causes
weaker receiver output as well as an increase in the significance of ISI, thereby causing an
elevation in the sensitivity.

For the complete calculation results, high sensitivity values for diodes narrower than the
optimum avalanche width optimum are due to high tunnelling current. For diodes wider
than the optimum avalanche width, sensitivity increases with w, as described above.
However, the relative dominance of increasing ks (resulting in an increase in the excess
noise) and decreasing diode bandwidth becomes clear through careful observation of the
incomplete calculations. Sensitivity results from the calculations that exclude the bandwidth
constraint are only affected by changes in the excess noise when w is increased beyond the
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optimum width. Consequently, the sensitivity is observed to increase more slowly with
avalanche width compared to that obtained from the complete calculation, suggesting that a
decreasing device bandwidth plays a more dominant role than increasing excess noise on
sensitivity as w increases. As such, calculations that ignore bandwidth effects will
erroneously predict higher optimal device gains compared to those predicted by the
complete calculation.
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Fig. 10. Sensitivity versus avalanche width for the complete and various incomplete
calculation conditions for a 10Gb/s system. Different curves identify the distinct roles of ISI,
device bandwidth, avalanche excess noise, and tunneling current.

7.4 Comparison of InP and InAlAs APDs

The optimum sensitivity (optimized over the mean gain) and its corresponding mean gain
from the InP and InAlAs calculations are plotted against the avalanche region width, as
shown in Figure 11, for a 10 Gb/s system. The calculations predict an optimum w of 0.15um,
with sensitivity of -28.6 dBm and gain of 15, for InAlAs APDs in a 10 Gb/s system.

For any given width, InAlAs provides better sensitivity than InP. However, the
improvement is not significant. At their respective optimum avalanche widths, the
difference in receiver sensitivities is only 0.5 dBm at both transmission speeds,
corresponding to a reduction of 11% in optical signal power at the receiver input. This
marginal improvement was also reported by Marshall et al. (2006) albeit with higher
sensitivity values, as a result of ignoring the effects of APD bandwidth and ISI. The modesty
in this improvement is partly due to a diminishing advantage, as w decreases, in excess-
noise characteristics in InAlAs over InP, as shown in Figure 11 in the form of effective
ionization coefficient ratio, kegsr. At the optimum avalanche widths, the values for ke are 0.21
and 0.29, for InAlAs (at 0.15um) and InP (at 0.18um), respectively. Another factor is the
slightly higher gain-bandwidth product in InAlAs compared to InP, 220 and 180 GHz,
respectively, at their optimum widths, as shown in Figure 11. The slightly lower tunnelling
current in InAlAs APDs compared to those in InP APDs (expected from the slightly larger
bandgap of InAlAs), also shown in Figure 11, also contributes slightly to the improvement
in receiver sensitivity.
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Fig. 11. Optimum sensitivity (left; top) and the corresponding mean gain (left; bottom)
versus avalanche width for a 10Gb/s system using InAlAs (closed symbols) and InP (open
symbols) APDs. Effective ionization coefficient ratio (right; top), gain-bandwidth product
(right; middle), and tunnelling current density (right; bottom), as functions of avalanche
width for a 10 Gb/s transmission system using InAlAs and InP. Lines are present to aid
visualization.

8. Conclusions

In this chapter the impact ionisation process, from the perspective of APD detector design,
has been introduced. The beneficial multiplicative effect on current, and the associated
detrimental current fluctuations, excess noise, has been derived. The RPL model has been
introduced. This model is routinely used to compute the multiplication and excess noise of
thick and thin APD structures. A comprehensive survey of the measurement systems used
to characterise the excess noise properties of photodiode structures has been presented, and
two improved measurement systems have been suggested. A BER model which includes ISI,
excess noise, and tunnelling current has been outlined. The key performance-determining
factors which influence the APD and receiver design choices have been analysed. A
comparison of InAlAs and InP APDs has been presented and InAlAs offers a marginal
sensitivity improvement. An example 10 Gb/s detector and receiver combination has been
presented for InAlAs and InP APDs.
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1. Introduction

Photon detectors are indispensable in many areas of fundamental physics research,
particularly in the emerging fields of particle astrophysics, nuclear and particle physics, as
well as in medical equipment (i.e. PET), in physical check-ups and diagnosis as in-vitro
inspection (Radioimmunoassay and Enzyme immunoassay as luminescent, fluorescent,
Chemiluminescent Immunoassay), biomedicine, industrial application, in environmental
measurement equipment (like dust counters used to detect dust contained in air or liquids,
and radiation survey monitors used in nuclear power plants). In astroparticle physics,
photons detectors play a crucial role in the detection of fundamental physical processes: in
particular, most of the future experiments which aimed at the study of very high-energy
(GRB, AGN, SNR) or extremely rare phenomena (dark matter, proton decay, zero neutrinos-
double beta decay, neutrinos from astrophysical sources)[3-7] are based on photons
detection. The needs of very high sensitivity push the designing of detectors whose sizes
should greatly exceed the dimensions of the largest current installations. In the construction
of such large-scale detectors no other option remains as using natural media - atmosphere,
deep packs of ice, water and liquefied gases at cryogenic temperatures [8-13]. In these
(transparent) media, charged particles, originating from interaction or decays of primary
particles, emit Cherenkov radiation or fluorescence light, detected by photosensitive
devices. Hence, for the improvement in the quality of the experimental results a particular
attention should be paid to the improvement of photon detectors performances. In
underwater neutrino telescopes (but this is applicable also to other experiments) Cherenkov
light, emitted by charged leptons stemming from neutrino interaction, hits photomultipliers
(PMT) situated at different distances from the track. This implies, that the response of PMTs
should be linear in a very wide range from high illumination to the single photon. Another
area of interest is the direct searches of Dark Matter in form of WIMPs: in these experiments
it is exploited the scintillation properties of double-phase (liquid-gas) detectors, where
primary and secondary scintillation light signals are detected by high-efficiency PMTs,
immersed in cryogenic liquids or low temperature gases (89 K for the liquid argon) [14-17].
The next generation of experiments requires further improvement in linearity, gain, and
sensitivity (quantum efficiency and single photon counting capability) of PMTs.
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To date, the photon detection capabilities of the Vacuum Photomultiplier Tube (VPMT)

seem to be unrivalled. Nevertheless standard photomultiplier tubes suffer of the following

drawbacks:

- fluctuations in the first dynode gain make single photon counting difficult;

- the linearity is strongly related to the gain and decreases as the latter increases;

- the transit time spreads over large fluctuations;

- the mechanical structure is complex and expensive;

- they are sensitive to the magnetic fields;

- the need of voltage dividers increases failure risks, complexity in the experiments
designs and power consumption.

2. Alternatives to the standard photomultipliers tubes

To overcome these limitations, alternatives to VPMT, mainly concentrated on solid-state
detectors, are under study. After about one century of standard technology (photocathode
and dynode electron multiplication chain), the recent strong developments of modern
silicon devices have the potential to boost this technology towards a new generation of
photodetectors, based on an innovative and simple inverse p-n junction, PN or PIN
photodiodes, avalanche photodiodes—APD and avalanche photodiodes in linear Geiger-
mode (GM-APD, SiPM from now on) [18-25]. These solid-state devices present important
advantages over the vacuum ones, namely higher quantum efficiency, lower operation
voltages, insensitivity to the magnetic fields, robustness and compactness. The step by-step
evolution of solid-state photon detectors was mainly determined by their internal gain: a
PIN has no gain, an APD can reach a gain of few hundreds, while the GM-APD 105-10¢,
comparable with that of the vacuum photodetectors; this would allow the GM-APD to
achieve single-photon sensitivity and to be used in low-level light applications. This silicon
device has become commercially available in the recent years.

We will first discuss the detection of light by silicon devices and then move on to the
description of the SiPM and its properties and possible applications.

2.1 Light detection with the photodiode

The basis for detection of light in silicon photodiodes is the p-n junction described in Figure
1, where a depleted region is formed due to carriers diffusion [26].

A junction is formed by diffusing a donor impurity to a shallow depth into silicon which is
originally high purity p-type, sometimes called m-type silicon. Thus the layer at the
surface is highly doped n-type, often referred as n* type with an high concentration of
electrons, and the material inside is p type with a relatively low concentration of holes. A
schematic view of the structure is shown in Figure 2. The resulting structure, referred to
as an n*-p junction, presents a configuration n*pnp*, where n is a very slight p-type
doping. In an analogous fashion a diffused p*n junction detector can be constructed. Since
the density of acceptors in the p-type region is much lower relatively to that of donors in
the n*-type region, the space charge region extends much further into the p region than
into the n* region. This space-charge region, characterized primarily by acceptor centres
in the p-region and filled by donor electrons from the n* region, is a charge depleted
region of very high resistivity. If electron-hole pairs are produced in this region, the
electric field will drive electrons toward the n and holes toward the p side producing a
current through the device.
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Fig. 1. p-n junction with reversed bias. Energy band diagram is also shown.

2.2 Photon absorption in silicon
Pairs can be produced by light if the energy of the photon is sufficient to bring the electron
over the energy band gap.
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Fig. 2. Schematic view of a p+n junction.

The photon absorption process for photo generation, that is the creation of electron-hole
pairs, requires the photon Energy to be at least equal to the band gap energy Eg,, of the
semiconductor material to excite an electron from the valence to the conduction band,
namely hv>Eg,, corresponding to hc/A>Egap:

Eph =hv =h%>Egup

The upper cut-off wavelength (or the threshold wavelength) Ay, is therefore determined by
the bandgap energy Egap:

(T P M

Egop Egup(eV)
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In some semiconductors, such as Si and Ge, the photon absorption process for photon
energies near Eg.p requires the absorption and emission of lattice vibrations (vibrations of
the Si atoms), namely phonons. The absorption process is said, in these cases, to be indirect
as it depends on lattice vibrations which in turn depends on the temperature [27]. Since the
interaction of a photon with a valence electron needs a third body, a lattice vibration, the
probability of photon absorption is not as high as in a direct transition. As a consequence,
the threshold wavelength is not as sharp as for direct band gap semiconductors. During the
absorption process, a phonon may be absorbed or emitted. If € is the frequency of the lattice
vibrations, then the phonon energy is hg and the photon energy should be hv > Eg,p* hS.
Actually, since h§ is small (<0.1 eV), the energy needed for absorption is very close to Eg,p.
In silicon, for which Eg,p=1.12 eV, the threshold wavelength as given by the Equation 1 is
~1100 nm.

Incident photons with wavelengths shorter than Ay, become absorbed as they travel in the
semiconductor and the light intensity, which is proportional to the number of photons,
decays exponentially with distance into the semiconductor. The absorption coefficient o
determines how far into a material the light of a particular wavelength can penetrate before
absorption. In a material with a low absorption coefficient, light is only poorly absorbed,
and if the material is thin enough, it will appear transparent to that wavelength.

The absorption coefficient, a, is related to the extinction coefficient, k, by the following
formula:

47k
o=—
A

where A is the wavelength. Thus, defining the complex index of refraction as i= n - ik, the
imaginary component k is related to the absorption, whereas the real component n= ¢/ Vphase
is related to reflectivity. In Figure 3 the real and imaginary part of the refractive index of
silicon is shown [28].

real and imaginary refractive index of silicon
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Fig. 3. Real and (negative) imaginary components of the refractive index for silicon at 300 K.

As a consequence of the cut-off wavelength, direct bandgap semiconductor materials (as
GaAs, InP) have a sharp edge in their absorption coefficient. Actually, even for those



Silicon Photo Multipliers Detectors Operating in

Geiger Regime: an Unlimited Device for Future Applications 187

photons which have an energy above the band gap, the absorption coefficient is not
constant, but still depends strongly on the wavelength. The probability of absorbing a
photon depends on the probability that a photon and an electron interact in such a way as to
move from one energy band to another. For photons which have an energy very close to that
of the band gap, the absorption is relatively low since only those electrons directly at the
valence band edge can interact with the photon to cause absorption. As the photon energy
increases a larger number of electrons can interact with the photon, resulting in a higher
absorption probability.

In indirect bandgap semiconductor materials, like silicon, there is a long tail in
absorption out to long wavelengths. Figure 4 [27] shows the absorption coefficient a as a

function of wavelength A for various semiconductors: it is clear the different behaviour

of a with the wavelength in the case of direct band gap semiconductors (e.g. GaAs, InP)

with respect to indirect band gap semiconductors (e.g. Si, Ge). In Figure 5 [29], instead,

the absorption length or penetration depth, defined as 1/a, as a function of wavelength
for Si is shown.
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Fig. 4. Absorption coefficient a as a function of wavelength A for various semiconductors.

To detect light by a photodiode, it first has to enter through the surface and then absorbed in
the active volume of the device. Due to the high value of real part of the refractive index of
silicon, which is above 3.5 for wavelengths below 1100 nm at 300 K as shown in Figure 3, an

antireflective coating is needed to reduce the strong Fresnel reflection of light from the
surface of the device.



188 Photodiodes - World Activities in 2011

T

-~

TTT

10

10

T Ty T 7T

10

absorption length [m]

TTTTm

10

TTTIT

10"

10

TTITTm T T

10

TTTT

10

TTTT

400 600 S00 1000 1200
wavelength [nm]

Fig. 5. Absorption length 1/a as a function of wavelength A for Silicon.

Actually, not all the incident photons are absorbed to create pairs that can be collected and
give rise to a photocurrent. The efficiency of the conversion process is measured by the
quantum efficiency QE of the detector, defined as

_ number of electron — hole pairs generated and collected
number of incident photons

QE

which depends on the wavelength. In the evaluation of QE, the number of electrons
collected per seconds is given by I;n/e, where I, is the measured photocurrent, whereas the
number of photons arriving per second is P,/hv, with P, the incident optical power.

Then the QE can be also defined as [27]

_ Iph/e

QE_Pu/h\/

A typical photodiode QE is shown in Figure 6 [30].

If the semiconductor length is comparable with the penetration depth not all the photons
will be absorbed, resulting in a low QE.

Therefore, to obtain an high quantum efficiency, the thickness of the depleted layer has to
be larger than the absorption length. The absorption length shows strong variations from
about 10 nm, for near UV light, to more than 1 mm, in the infrared region. To enhance the
sensitivity in the range of blue light, the active region needs to be close to the surface and
for the detection of longer wavelengths it has to be thick compared to the absorption
length.
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Fig. 6. Typical photodiode QE as a function of wavelength.

2.3 Reverse biased photodiodes

The thickness of the layer can be increased by applying a reverse bias to the diode junction.
To obtain a thick depletion layer with low reverse bias, a PIN photodiode is used with an
intrinsic layer between the p and n faces of the diode. The photodiode does not present any
internal amplification of the signal so the number of charges generated it is equal to the
number of detected photons. It can be used for applications in which more than about 10,000
photons are simultaneously detected by the device. Taking into account that the capacitance
per unit area C/ A, expressed in picofarad per square centimetre, is C/A=1,061/xo where xg
is the depletion layer thickness expressed in cm, millivolt ranged signal is expected using
typical parameters [31]. A typical application in high energy physics for such a device is the
calorimetry, in which a large amount of photons has to be detected.

To detect weaker signals, instead, internal amplification is required. This can be obtained, as
in gas based devices, by increasing the applied voltage. In fact, if the electric field in the
silicon is high enough, primary carriers can produce new pairs by impact ionization. These
generated electron-hole pairs are further accelerated by the electric field to a sufficiently
high kinetic energy to cause new impact ionization, releasing more electron-hole pairs,
which leads to an avalanche of impact ionization processes. Thus, with a single photon
absorption, one can generate a large number of electron-hole pairs, all of which contribute to
the observed photocurrent, leading an internal gain mechanism. Each absorbed photon
creates in average a finite number M of electron-hole pairs exploiting the impact ionization
process. The multiplication of carriers in the avalanche region depends on the probability of
impact ionization which strongly depends on the reverse bias Viias.

This mode of operation is called linear because the number of the collected carriers is
proportional (by a factor M) to the number of absorbed photons. A photodiode with such an
amplification region is called the avalanche photodiode (APD). The ionization rate is higher
for electrons than for holes, so the amplification process for electrons starts at lower fields
and the avalanche grows in the direction of the electrons movement. With the increase in the
electric field also holes start to ionize. When the ionization probability is high enough, the
amplification can no longer be controlled. This limits the amplification factor in APDs to
about ~100. Due to the low amplification, these devices are still not appropriate for detection
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of signals of a few photons only. However, signals coming from about 100 photons can be
detected.

2.4 Geiger mode APD silicon photomultiplier

To obtain the single photon sensitivity in a silicon device, one needs to operate the APD in
the Geiger mode [32]. A diode working in a region near the breakdown voltage can be
operated in two different ways depending on whether the bias voltage is below or above the
breakdown point. In the first case the device is called avalanche photodiode (APD)
described above. In the second case the device is referred to as Geiger-mode APD (GM-
APD). In this bias condition, the electric field is so high that a single carrier injected into the
depletion region can trigger a self-sustaining avalanche. The carrier initiating the discharge
can be either thermally generated (noise source of the device) or photo-generated (useful
signal).

In Figure 7 the schematic view of the gain as a function of reverse bias is shown.

Linear Geiger
mode maode

Gan)

g

J

no gain

Reverse Bias Voltage

Fig. 7. Schematic view of gain as a function of Vbias.

The main limitation of a single diode working in GM is that the output signal is the same
regardless of the number of interacting photons. In order to overcome this limitation, the
diode can be segmented in tiny micro-cells (each working in GM) connected in parallel to a
single output. Each element, when activated by a photon, gives the same current response,
so that the output signal is proportional to the number of cells hit by a photon and the
output signal is the sum of the Geiger mode signals of microcells. The dynamic range is
limited by the number of elements composing the device, and the probability that two or
more photons hit the same micro-cell depends on the size of the micro-cell itself. This
structure is called Silicon Photo Multiplier (SiPM) [1].

All the microcells are identical, independent and operate in single photon counting mode. A
quenching mechanism is implemented thanks to a specially resistive material technology.
Together with the common electrode structure all this gives the possibility to act as a
proportional detector for measurements of low intensity photons flux.

The typical density of microcells that can be produced is 1000-5000 per mm?2 and the total
number of microcells on our tested photodetectors with sensitive area of 1 mm? is of the
order of 2000. This defines the dynamic range of the device. The noise conditions of the
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SiPM is defined by dark count rate, as in Geiger mode a single thermally generated electron
or hole can initiate an avalanche, leading to an electrical pulse that is indistinguishable from
the one of a single photon. This gives the main limitation of increasing the sensitive area of
SiPM operated in single photon counting mode, but it is not so significant for low photon
flux measurement when Nphot > 3.

Front contact

p " silicon wafer

Back contact v
bias

Fig. 8. Structure of the multi cell matrix of a SiPM.

3. Structure of the SiPM

The structure of the silicon photomultiplier is a combination of large number of avalanche
microcells on a single substrate and with common quenching mechanism (resistive layer)
and common electrodes.

3.1 Structure of avalanche microcell
The schematic structure of the avalanche microcell of a SiPM is shown in Figure 9 and
presents a configuration n*-p-n-p*, where n represents very slight p-type doping.
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Fig. 9. Schematic structure of avalanche microcell of SiPM.
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The n* side is thin and is the one which receives light through a window. A thickness of
about Tum of depletion region between the thin n* (thickness = 0.1-1.5 pm) and p layers is
created thanks to the reverse electric field. There are three p-type layers of different doping
levels next to the n* layer to suitably modify the field distribution across the structure. The
first is a thin p-type layer, the second is a thick lightly p-type doped (almost intrinsic) n-
layer of ~300 um, and the third is a heavily doped p* layer ~ 3pm thick. On the surface of the
avalanche microstructure a thin metal layer is placed (= 0.01 um) with an antireflection
coating. Above the n* region, a resistive SiO; layer (thickness ~0.15 pm, p =~ 105-107 Qcm)
limits the Geiger breakdown propagation by a local reduction of the electric field.

The electric field is at a maximum at the n*p junction, then decreases slowly through the p-
layer. The field vanishes at the end of the narrow depletion layer in the p* side, as shown in
Figure 10 [33].
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Fig. 10. Configuration of the electric field. The high-field region (E~5x105 V/cm) is built up
in the highly doped n+p.

The absorption of photons of A=400 nm takes place mainly in the m-layer. The nearly
uniform field here separates the electron-hole pairs and drifts them at velocities near
saturation towards the n* and p* sides, respectively. When the drifting electrons reach the p-
layer it may be accelerated by the high fields to sufficiently large kinetic energies to further
cause impact ionization and release more electron-hole pairs which leads to an avalanche of
impact ionization processes. Thus, from a single electron entering the p-layer, one can
generate a large number of electron-hole pairs all of which contribute to the observed
photocurrent. In this mode, any electron event in the sensitive area will produce a very large
current flow with amplification gain of up to 10°.

3.2 Operation principle of a SiPM

As mentioned in the previous paragraph the SiPM is a matrix of GM-APDs connected in
parallel. A schematic representation of the device is shown in Figure 11. The connection
between the cells is made on one side by the low-resistivity substrate and on the other side
by a metal layer. The diodes (labelled as D) are asymmetric p-n junctions. Each GM-APD
has in series a quenching resistor (Rq) which is needed to stop the avalanche current and,
then, to restore the initial bias condition enabling the detection of a new incoming photon. A
reverse bias voltage (Vuias) is applied to each junction through the common substrate
electrode to deplete the n*-p junctions.
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Fig. 11. Equivalent electric scheme of the SiPM

4. Test of static characteristics

The breakdown voltage (Vireak) and the Rg values are determined thanks to the reverse and
forward current-voltage (I-V) characteristics curves.

The MPPCs used for this work have an active surface of 1 X 1 mm?, divided into 1,600 pixels
of 25pm x 25pm (Figure 12, Figure 13 and Figure 14), and of 3 X 3 mm?, divided in 14,400
pixels of 25pm x 25pm (Figure 15 and Figure 16 : from Hamamatsu data sheet) [34].
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Fig. 12. Aspect and external dimensions of the MPPC 1 X 1 mm? under characterization.
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b Active area 1 x 1 mm type (Typ. unless otherwise noted, Ta=25 C)

$10362-11 series

E —— Symbol f— U, -025C || -050U, -050C | -100U, -100C il
Chip size - 1.6x15 mm
Effective active area - 1x1 mm
Number of pixels - 1600 400 100 -
Pixel size - 25x 25 50 x 50 100 x 100 ym
Fill factor *! 30.8 61.5 78.5 %
Spectral response range A 270 to 900 nm
Peak sensitivity wavelength Ap 400 nm
Quantum efficiency (A=Ap) QE 70 Min. %
Photon detection efficiency *? (A=Ap) PDE 25 50 | 65 %
Recommended operating voltage range - 70+ 109 Vv
Dark count - 300 400 600 kcps
Dark count Max. - 600 800 1000 kcps
Terminal capacitance Ct 35 pF
Time resolution (FWHM) - 200 to 300 ps
Temperature coefficient of reverse voltage - 50 mv/C
Gain M 276x10° | 75x105 |  2.4x10° -

Fig. 13. Operating parameters of the MPPC 1 X 1 mm?2as delivered by the supplier.
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Fig. 14. a) A Photograph of the MPPC S10362-11-025U by Hamamatsu. b) Structure of a
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Fig. 15. Aspect and external dimensions of the MPPC 3 X 3 mm? under characterization.
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= Electrical and optical characteristics (Typ. Ta=25 °C, unless otherwise noted)

510362-33 510031 ]

FATIEET L] -025C | -050C | -100C -025P -050P | -100P i
Fill factor ** - 308 [ 615 | 785 30.8 61.5 | 785 %
Spectral response range A 320 to 900 320 to 900 nm
Peak sensitivity wavelength Lp 440 440 nm
Operating voltage range - 70+ 10 %2 70 £ 10 %2 v
Dark count ** - 4 [ 6 | 8 4 6 | 8 Mcps
Dark count Max. *3 - 8 | w | 12 8 10 | 12 Mcps
Terminal capacitance Ct 320 320 pF
Time resolution (FWHM) ** = 500 to 600 500 to 600 ps
Temperature coefficient of _ 56 56 mv/eC
reverse voltage
Gain M 2.75 % 105 7.5 x 10°] 2.4 x 1062.75 x 109 7.5 x 10°| 2.4 x 106

—

Fig. 16. Operating parameters of the MPPC 3 X 3 mm?2 as delivered by the supplier.

A Vireak of 70.1 V has been obtained for S10362-11-025U 1 X 1 mma? SiPM, thus demonstrating a
good uniformity of the Vpeax for different SiPM’s. The value of the quenching resistor
extracted from the forward characteristics is of ~145 Q, giving for a single micro-cell a value of
230 kQ (see Figure 17). In fact the global resistance measured is related as:

RSiPM = Rmicmfcel/N micro_cell

where Nnicrocell = 1,600 for the 510362-11-025U model of 1 X 1 mm?2 SiPM and Nmicro-cell =
14,400 for the S10931-025P model of 3 X 3 mm? SiPM.

I-¥ Curve

1,25

. . Weltage [V;
Fig. 17. Forward characteristics of 510362-11-025U SIPM (1 x 1 mm?).

A similar measurement on the 3x3 mm?2 SiPM led to a global resistance of 26 Q, giving a
single pixel quenching resistance of ~ 380 k€.

In the Figure 18, the reverse biased portion of the I-V curve is shown, for the 3x3 mm?2 SiPM.
This side of the curve is used to extrapolate from the fit, the most convenient bias voltage to
apply to the device.

5. Dynamic characteristic and basic performances

A circuit model, which emulates the evolution of the signal of a GM-APD was developed in
the 1960s to describe the behaviour of micro-plasma instability in silicon [35, 36]. According
to this model, the pre-breakdown state can be represented as a capacitance (junction
capacitance, Cp) in series with the quenching resistor.
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Fig. 18. Reverse side of the Current VS Voltage curve, this time for the 3x3 mm?2 SiPM.

In steady state, the capacitance is charged at Vpjas™Vireak- When a carrier traverses the high-
field region, (switch closed in Figure 11/b) there is a certain probability, to initiate an
avalanche discharge. If this happens, the new state of the system can be modelled adding to
the circuit a voltage source Vireak With a series resistor Rs in parallel to the diode capacitance.
Rs (= 1kQ) includes both the resistance of the neutral regions inside the silicon as well as the
space charge resistance. Cp, originally charged at Vpjas>Vpreak, discharges through the series
resistance down to the breakdown voltage with a time constant tp given by the product
RsCp. The discharge current of the avalanche process can take some hundreds of ps. As the
voltage on Cp decreases, the current flowing through the quenching resistance tends to the
asymptotic value of (Vpias-Vbreak)/ (Ro*Rs). In this final phase, if Rg is high enough (some
hundreds of kQ), the diode current is so low that a statistical fluctuation brings the
instantaneous number of carriers flowing through the high-field region to zero, quenching
the avalanche.

When the avalanche process is terminated, the switch is again open and the circuit is in its
initial configuration with the capacitance charged at Vireak. At this point it starts recharging
to the bias voltage with a time constant Tr=CpRq and the device becomes ready to detect the
arrival of a new photon (Figure 19). The number of carriers created during an avalanche
discharge is given by Ncarriers=(Vbias— Vbreak)Cp/ €, Where e is the electron charge.

i " ~(Veias-Veo)/Rq
~exp(-t/Rg"Cp)

Fig. 19. The time evolution of the current into a cell, when a discharge occurs.
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Than the gain of the SiPM (G) is determined by the charge (Q) that can be released from a
micro-cell after the breakdown [19]:
_Q _AVC, _1AV Lax TR

——R,CpH =
Q-D
e e eRQ

G

where AV = (Vpias-Vbreak) is the overvoltage and AV/ Rq = L.

The time integration of the micro-cell dark pulse allowed the measurement of the gain.

Each diode composing the SiPM reacts independently in the above-described way. Thus, if n
cells are activated at the same time, the charge measured at the SiPM output is n times the
charge developed by a single GM-APD, giving information on the light intensity.

5.1 Experimental set up

The basic performances of the MPPC’s are measured with light from a pulsed laser. All
results shown in this section are for a Hamamatsu MPPC of 1x1 mm?2 and 3x3 mm2.

The general scheme of the experimental setup is shown in the Figure 20. The board
accommodating the MPPC is placed inside of a dark chamber; the laser, pulsed at a typical
frequency of 100 kHz, is connected via optical fiber with a custom connector as coupling
device. Two beam splitters are installed along the fiber way in order to reduce the beam
intensity and control, for very low intensities, the number of photons: the 1% outputs are
used on both splitters, leading to a 10 reduction factor.

The optical power of the installation has been measured using a Newport mod. 815 power
meter having a sensitivity of 1 nW obtaining a response of about 50 to 2350 photons per
pulse.

Splitter 99-1% MPPC DARK
1% 1%, 6m _E
Fiber-MPPC
00%, Connector
ouUT
Vbias
(Agilent)

5V .5V
(TT) E [/

Fig. 20. Scheme of the bench test for the MPPC using laser source and beam splitters.

Figure 21 shows the electric scheme of the board used to amplify the MPPC signals. The
detector receives power from a polarization resistor Rp~10 kQ and its output is connected to
the input of a current-to-voltage amplifier. The amplifier is a LMH6624 by National
Semiconductor used in inverting configuration and powered by +5 V. In this configuration
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the output of the operational amplifier is directly proportional to the current on the input
flowing through the reaction resistance R;, determining the amplification trans resistance
gain and so giving:

Vout = -iin " R (51)
R, ]
|
Cfj) d
2p
0
c.-1¢c-che* L~ v2
4700 10n| 22u = SVdc

LMH6624
3

t LT TLy

(] c2 c3

— 5Vdc
10 4?01 10n 2.2u

0- -0 -0

Fig. 21. Schematic diagram of the amplification board designed which accommodates the
MPPC.

5.2 Raw signal

Figure 22 shows the raw signal and the output charge spectrum from an MPPC taken with
an oscilloscope. The MPPC is illuminated by pulsed light from the laser at low intensity and
the oscilloscope is triggered in synch with the laser. The responses for multiple triggers are
overlaid in the figure. The charge corresponding to different numbers of fired pixels shows
well separated peaks.

This indicates that the gain of each micropixel is uniform, demonstrating the excellent
photon counting capability of the MPPC. For bias voltage under 69.8 V on the 1x1 mm?
device (and 69.4 V on the 3x3 mm?2 device) we did not succeeded in observing any signal,
since their amplitude is covered by electronic noise. At 69.8 V (69.4 V for the 3x3 mm?2
device) we observe clear signals of 1 photon equivalent (p.e.) of an amplitude of the order of
2 mV (2.7 mV for the 3x3 mm?2 device). As the bias voltage increases, higher signals are
obtained, so 1 p.e. and signals for 2 or 3 p.e. begin to be always observable. The latter are
due to an increased probability of thermally generation and crosstalk events. Around 71.5 V
signals for 2 or 3 p.e. become very frequent and it is clear that, in these conditions, it
becomes difficult to distinguish between any actual signal and dark count.

Some samples of signal as observed at the oscilloscope at different operating voltages are
shown in the Figure 23.
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We remark that:

e Rise time and fall time of signals are basically independent from the applied voltage.
Rise time is around 1-2 ns; fall time is 2-3 ns and is sensitive to the transition
capacitance of the pixels and the quenching resistor, since:

T =(Rp +Ry)Cp = RyCp =1z

e Optimal working voltage for this MPPC are around 70.5-71.2 V, values that are
compatible with the ones suggested by the manufacturer.

Rise and fall time have been measured at 70.8 V reverse bias, by accumulating 10,000 values

and obtaining, for the 1x1 mm2

Trise = (1.4 £0.6) ns

Thl = (2.0 i0.5) ns

and 72.1 V reverse bias for the 3x3 mm?,obtaining;:

Trise = (8.4 £0.6) ns

Tfall = (9.9 £0.5) ns

" ol Illllluhh :h ” 1l |I| ||l‘| . I_

5ns/div

Fig. 22. A collection of pulse signals from MPPC as observed at the oscilloscope for the 3x3
mm?2 MPPC.
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Fig. 23. A collection of pulse signals from MPPC as observed at the oscilloscope for the 1x1
mm?2MPPC.

5.3 Gain
From the number of ADC counts between a well-separated pedestal and the peak
corresponding to a single fired pixel, we derive the charge corresponding to a it, Q. The gain
is defined as Q divided by the charge of an electron:

c=2

e

Figure 25 shows the gain measured as a function of the applied voltage for the 1x1 mm?
MPPC. The measurement is performed inside a temperature-controlled chamber and data at
22.5 °C are shown. The measured gain depends linearly on the applied voltage as expected.

As a second method, the gain can be calculated by measuring the number of channels
between two neighboring peaks. To calculate the gain with the second method we put the
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MPPC under very low illuminations conditions, allowing to clearly distinguish between
peaks of 1, 2, 3 and 4 p.e.. By changing the bias voltage between 71.5 and 74.1 V in 0.2V
steps, we measured the difference in the amplitudes of signals of 2 -1 p.e., 3 - 2p.e. and 4 -
3 p.e.. Figure 22 shows the measurements obtained for 1x1 mm?2 MPPC whereas histograms
on the left in Figure 24 show the results obtained with a 3x3 mm?2 MPPC. Alternatively, the
gain can also be evaluated by measuring the charge of the signal corresponding to the initial
number of photoelectrons. The method is shown in the right histogram in the Figure 24,
while in Figure 26 the two methods are compared.

: ,(‘.I]Erl'|§i‘ I

Fig. 24. Pulses from MPPC and gain measurement for the 3x3 mm2 MPPC (binning of left
histograms is of 5mV, and ,of right one is 50.0 pVs. Signal shown with 5 mV/div-20ms/div).
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Fig. 25. Measured gain as a function of the applied voltage for the 1x1 mm?2 MPPC.
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Fig. 26. Comparison between methods for gain evaluation for the 1x1 mm?2 MPPC (Left) and
the for the 3x3 mm2 MPPC (Right).
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5.4 An estimation of the capacitance

From the gain obtained it is possible to get an estimation of the junction capacitance Cp. In
the case of the 3x3 mm?2 MPPC (1x1 mm2 MPPC), from the linear fit of Figure 26, the slope of
the fitting line is

b=(906+9) 102Vl ((105+2) 103V in the 1x1 mm2 MPPC)

by multiplying this value for the electron charge we get:

Cp = (14.51£0.15) fF ((16.74+0.03) fF )

From this we can gef an estimation of the value of the quenching resistor:

Rq = 7/Cp = (680 £ 40) k2 ((119 £ 30) k2)

Moreover, since

G= (Vbias _thzk )CD
e

it is also possible to estimate the breakdown voltage of the device, by extrapolating from the
gain line the voltage value corresponding to G=0. In the 3x3 mm?2 MPPC we obtain Vy,eq =
(69.4 +0.7) V, while Vy,.eqr = (68.796 + 0.005) V for the 1x1 mm2 MPPC.

5.5 Noise considerations

The Geiger-mode micro-cell detection of an event does not give intensity information. The
output pulse produced by the detection of a photon is indistinguishable from that
produced by the detection of many simultaneously absorbed ones. That means a single
thermally generated electron or hole can initiate an avalanche. This gives the main
limitation of increasing the sensitive area of Si avalanche structures operated in single
photon-counting mode at room temperature. Reduction of the dark counting rate in Si
avalanche can be obtained by limiting both the sensitive area 1x1 - 3x3 mm?) and the
thickness of depleted region.

Other improvements can be achieved by minimizing the number of generation-
recombination centres, the impurities and crystal defect. In addition, the detector operation
at low temperature and a good quality in the fabrication process further improve the single
photon detection capability. The main effect to be taken into account is the production of
after-pulses by charges from the avalanche process that are temporarily trapped, generating
a new avalanche after their release (see Figure 27).

After-pulses with short delay contribute little because the cells are not fully recharged, but
have an effect on the recovery time. Operation at low temperatures elongate the delayed
release by a factor of 3 when the temperature is reduced by 25 °C [21].

Another effect to be taken into account is the optical cross talk due to photon travelling to a
neighbouring cell which trigger an avalanche.

In fact, in an avalanche breakdown, there are 1-3 photons emitted in average per carriers,
with a photon energy higher than the band gap of silicon. These photons may travel to
another pixel of the matrix and initiate an avalanche breakdown there. A dedicated design,
with grooves between the cells acting as an optical isolation, reduces the cross talk till two
order of magnitude. Operation at a relatively low gain is advantageous in this case.
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Fig. 27. After pulse event as obtainable at the oscilloscope.

The origin of the cross-talk is presumed to be related to optical photons emitted during
avalanche [37] which enter neighboring micro pixels and trigger another Geiger discharge. The
probability of causing cross-talk is estimated from the fraction of events with more than one p.e.
to that with one p.e. in randomly triggered events without external light. We assume that the
events with more than 1 p.e. are caused by the cross-talk from the original Geiger discharge in a
single pixel. At low bias voltage, a dark count of 2 p.e. should be related to crosstalk phenomena
only because of the low probability that both electrons generate a Geiger discharge.

In order to obtain a complete characterization of the device we have measured the dark
counts rate as a function of the supply voltage. For every voltage applied we have
performed three measures of rate using three different trigger thresholds: 0.5 p.e., 1.5 p.e.
and 2.5 p.e. at 23 °C . Results for these measurements are shown in Figure 28. The noise rate
decreases as the temperature becomes lower. The temperature coefficient of noise rate at 0.5
p-e. threshold is =5 % /< C. There is a factor 2 reduction of the dark count every 8°C [21, 38].
These observations imply that the dominant component of the noise is due to the discharge
of single pixels induced by thermally generated carriers.

Rate (kHz) Dark Counts Vs. Vbias
1000 : ; : . . T=23°C
: : PP
* o o & o * & 7
100 : ! : -
1 s B o —
L il *0.5p.e.
10 = B L 2 3 . ] lTSpe
= Sp.e.
I 25p.e.
1
0,1
705 707 709 711 71,3 715 7,7 71,9 721
Vbias (V)

Fig. 28. Dark counts rate generated by the MPPC as a function of the supply voltage.
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The measurement of the event rate with 0.5 p.e. trigger gives an estimation of the global
noise rate, including the thermal dark counts and the crosstalk events. At 1.5 p.e. of trigger
and for low bias voltage, an estimation of the cross talk events only should be possible, since
at room temperature we have a low probability that two pixels generate, at the same time, a
couple just for thermal excitation.

From the Figure 28 we can remark that the high single rate of the SiPM (if we adopt a low
photoelectron threshold) can be easily overcome in those experimental conditions where the
time parameter takes a main role. A double coincidence or a gate signal of the right duration
can reduce the single rate to acceptable or negligible levels. We have to remind, at this stage
of the discussion, that the threshold is of the level of a single or few photoelectrons, a level
which would be impossible for classical PMT.

In the following table it is shown the noise rate as a function of the threshold and duration
of the coincidence:

gate Treshold Treshold Treshold
duration 0.5 p.e 1,5 p.e 2,5p.e
10 ns 23 Hz 1Hz ~10-10 Hz
20 ns 46 Hz 0.5 Hz ~10-10Hz
50 ns 115 Hz 0.2Hz ~1010 Hz

These rates are perfectly compatible with the random coincidences rate obtained from the
relation N1xN2x2T. Under these conditions we can see that the dark noise is negligible with
respect to the collected events. Moreover, even without artifices like the indicated
coincidence technique, with a threshold greater than 3 p.e., the single rate becomes
acceptable.

6. Detection efficiency for photons and ionizing particles

The efficiency of an SiPM is the product of several factors and depends on the QE, the
geometrical efficiency (ggeom), the Geiger-triggering probability:
PDE=QE(M)xP,

rigger x€ geom

The geometrical efficiency egeom represents the fraction of active area in a micropixel.
Actually, only part of the area, occupied by the micro-cell, is active and the rest is used for
the quenching resistor and other connections (see Figure 29). ggcom is defined as the ratio of
sensitive to insensitive area, namely the fill factor, and thus depends on the design and
layout of the pixels only. It is about 0.3 for a 25 pm pitch sample (as the considered ones)
and about 0.7 for a 100 pm pitch sample [34, 39].

The quantum efficiency of the sensitive area is defined by the intrinsic QE of Si (typical QE =
80-90%). The thickness of layers on top of the structure and of the depletion area can be
optimized for specific applications. Efficient absorption of photons requires an increase of
the thickness in order to maximize photon conversion. On the other side, it is necessary to
minimize the depletion area region in order to reduce the dark count rate. Since the QE of
the sensitive area is defined by absorption coefficient o in Si, taking into account the
probability of reflection of photons on the device surface, photon detection efficiency can be
written as:
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PDE =g, (1-¢"* )P,

geom

igger (1 - R)

where R is the reflection coefficient and x is the position in which the electron-hole pair is
generated. The fraction of the light transmitted to the sensitive volume is conditioned by the
topmost layers and the resistive one. For short wavelength in the UV region, the situation is
more critical. To improve the sensitivity also in this region it is necessary to optimize the top
contact technologie, depletion thickness and n-p configurations. The triggering probability
Pyigger depends on the position where the primary electron-hole pairs are generated and the
over-voltage (AV). To enhance the triggering probability, we have to take into account that
electrons have in silicon a better chance to trigger a breakdown with respect to holes, by
about a factor of 2, and their difference decreases with increasing fields, as shown in Figure
30 [40]. If one electron-hole pair is born at position x, then the probability that neither the
electron nor the hole causes an avalanche is given by (1 - P. ) . (1- Pr) where the function P.
is the probability that an electron starting at position x in the depletion layer will trigger an
avalanche and the function Py, is the analogous for holes.

S almial

Fig. 29. Matrix of G-APD and evidence of the so called "Fill Factor".

Consequently, the probability Pyigger that at x either the electron or the hole initiates an
avalanche is given by

Ptrigger =P, + P, -P.Py
Thus, we can write:
PDE =g, (1-¢")(1-R)(P, + B, - B,B,)

In case of a photo-generation event, two carriers are created travelling in opposite directions
at the absorption point. The contribution to the PDE can be calculated as a function of the
generation position by solving two differential equations involving the carrier ionization
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rates. If conversion happens in the p depleted region, x is equal to the depleted region
thickness (see Figure 2).

In a conventional structure n*-p-n-p*, when a pair is generated in the upper side of the high-
field region (n*), the electron is directly collected at the n* terminal (see Figure 31); thus, it
does not contribute to the triggering. The hole is forced to pass the whole high-field
triggering the avalanche. On the contrary, when the pair is generated in the bottom side (p),
the situation is symmetrical and only electrons contribute to the triggering probability. So
the triggering probability depends on the position where the primary electron-hole pair is
generated and on the overvoltage. A high gain operation is favoured.

11
107!
102
103
10 | [
0 0.1 0.2 0.3 0.4 0.5
(N* EDGE) XIW

Fig. 30. Avalanche region with width W and the position X which runs from 0 to W starting
at the n-edge.

Thus, to maximize the triggering probability, the photon conversion should happen in the p
side of the junction, in order to allow the electrons to cross the high-field zone and trigger
the avalanche.

As an example for A>450 nm (green and red light) photons convert deep in p-silicon beyond
the high-field region. Electrons drift back into the high-field region, triggering avalanches.
Hence in this wavelength range the efficiency is very high. For A<400 nm photons are
absorbed in the first microns of the n* layer. Here the holes drift into the high-field region
and trigger the avalanche. Under these conditions the QE is reduced in this wavelengths
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range. As a reference for A = 400 nm (corresponding to photon energy = 3.10 eV) the

absorption coefficient is 1.2x105 cm! and the thickness required to absorb more than 99% of

the light is ~Ium (see Figure 5, where the absorption length as a function of the wavelength
is shown) [41-43]. Several solutions exist for increasing the sensitivity at short wavelengths:

e an higher reverse bias voltage would increase the avalanche probability for holes,
though the voltage has to be limited due to the increase of cross talk and dark rate
entrance windows has to be made as thin as possible [44, 45]

e the n* layer has to be as shallow as possible (for optimum QE); with standard
equipment for detector fabrication, layers with a junction depth of 100 nm can be
obtained. The high-field region should be as thin as possible in order to convert photos
beyond it.

e Triggering probability can be improved by maintaining the same doping profile
configuration but reversing the types, i.e. having a p*-n-n~-n* structure, and making the
junction deeper (> 0.4 pm). Hence the roles of electrons and holes are reversed,
resulting in avalanches triggered by electrons at short wavelengths (Figure 31).

In conclusion, to maximize the triggering probability: (i) the photo generation should
happen in the p side of the junction in order for the electrons to pass the whole high field
zone, and (ii) the bias voltage (Viizs) should be as high as possible.
A better scenario is obtained when electron bombardment is considered. In Figure 32 a
simulation for the range of electrons penetrating into the silicon is shown. The simulation
has been computed by using Geant4 Simulation Toolkit [46, 47]. If ionizing particles, like
electrons, are detected in a n*pp* junction, the range - i.e. the energy - will determine where
the carriers are generated. If the end of range is in the p region beyond the high-field area,
both carriers created along the track will be travelling in the opposite directions,
contributing to the avalanche-triggering probability. Electrons detection efficiency can be
evaluated from the following:

EDE = Sgeom(l - Rback)Ptrigger = ggeom(l - Rback) (PE + Py - Peph)

where P. and P;, are the electron and hole breakdown initiation probabilities and Rpack is the
backscattering probability. When a pair is generated before the high field region, the
electron is collected at the n* terminal; thus, it does not contribute to the trigger. The hole is
forced to pass through the full high-field region and so its triggering probability is given by
Py. For pairs generated beyond the high field region, the situation is reversed and only
electrons contribute to the triggering probability P.. These probabilities depend on the
impact ionization rates of holes and electrons, respectively. As pointed out above, the
electron has an ionization rate of about a factor 2 higher than the hole.

The reduction of the thickness in n* layer allows lowering the detectable electron energy. As
an alternative, maintaining the same doping profile configuration but reversing the types,
i.e. using a p*nn* structure and making the junction deeper, can improve the triggering
probability. In this case the electron range is completely contained inside the p* region.

6.1 Dynamic range

SiPMs produce a standard signal when any of the cells goes to breakdown. When many cells
are fired at the same time, the output is the sum of the standard pulses. Single
photonsproduce a signal of several millivolts on a 50 Q load. For a matrix of Nmicrocells
microcells, the dynamic range is limited by the condition that (NpnXPDE/ Nmicrocels)<1,
where Ny, is the number of photons, and PDE the Photon Detection Efficiency of the SiPM.
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- S

Fig. 31. Photon and electron avalanche induced in the two silicon configurations (p*nn* and
n*pp*).

In other words, the average number of photons per cell should be less than 1. If the number
of detected photons is much smaller than the number of cells, the signal is fairly linear and
saturates when the number of photons is about equal to the number of cells. Saturation is
well described by:

-N,;, xPDE H

microcells

Nsignul = Nmicrocells X |:1 - exp[

6.2 Timing

The active layers of silicon are very thin (2-4 mm), the avalanche breakdown process is fast
and the signal amplitude is big. Therefore, very good timing properties even for single
photons can be expected. Fluctuations in the avalanche development are mainly due to a
lateral spreading by diffusion and by the photons emitted in the avalanche [48, 49]. As
shown in Figure 34 for the case of 1x1 mm2 MPPC, operation at high overvoltage (high gain)
improves the time resolution.

The dependence of the FWHM as a function of the number of photoelectrons as shown in
Figure 35 is in fair agreement with Poisson statistics. The resolution with 15 photo-electrons,
typical of applications where SiPM are coupled to small volume, high light yield
scintillators, is better than 25 ps.
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Fig. 32. The range of electrons in Silicon as obtained from a GEANT4-based simulation.
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Fig. 34. Time resolution for 1 and 4 photons for the 1x1 mm2 MPPC as a function of Vipias.
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Fig. 35. Time resolution as a function of the number of fired pixels

7. New concepts for semiconductor photomultiplier

The present commercial production of avalanche Geiger-mode photodiodes gives the
starting point for a new photomultiplier age, based on p-n semiconductors. As an example,
in the Hamamatsu production at least three types of n*pp* Multi-Pixel Photon Counter
(MPPC) exist: 1600 (25umx25pum), 400 (50umx50um) and 100 (100pmx100um) pixels
segmented onto a 1x1-mm? total active area. The achieved gain, 105-10¢ at 70-72 V reverse
bias voltage, makes possible the one photon level detection. The dark count rate is
suppressed to a few hundreds kHz level, by setting a threshold at 0.5 p.e.. It decreases to 1
kHz for 1.5 p.e. and it is not significant for 2-3 p.e. Thermally generated free carriers can be
further reduced by cooling the device. The temperature coefficient of noise rate at 0.5 p.e.
threshold is -5%/°C. With the present structures the most sensitive wavelength region is
around 400 nm where the PDE is 25% for the 1600 pixels type, 50% for the 400 pixels type
and 65% for the 100 pixels type [34], reflecting the higher geometric factor value.
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At present, the silicon wafer cost and the thermal dark current limit the dimensions of the

SiPM photodetector at a few mma2.

Now the question is how to detect photons from large surfaces and/or volumes.

Their transport and/or focusing from surface and volume can be achieved in three different

ways:

1. collecting photons and conveying them towards a single SiPM device;

2. enlarging the sensitive detector area by ordering several SiPMs in a pixelated matrix
shape or by focusing the light to the sensitive area by Winston cones, pyramidal
waveguides or lenses

3. making a photon conversion by a vacuum hemispherical photocathode which focuses
photoelectrons on a SiPM (VSiPMT).

7.1 SiPM coupled to WLS fibers

The reduction of geometrical area can be obtained by using wavelength shifter fibres
embedded in the plastic scintillator body and connected at the other end to the SiPM.

Light collection from large scintillators or complex geometries can sometimes be aided
through the use of optical elements that employ wavelength shifting technique. Many liquid
or plastic scintillators incorporate an organic additive whose function is to absorb the
primary scintillation light and reradiate the energy at a longer wavelength. It is emitted
isotropically uncorrelated respect to the direction of absorbed light.

The same light collection principle can be applied using plastic fibers whose contains a
wavelength medium. For best light propagation along the fiber one want a large shift between
the optical absorption and the emission band so that minimal self-absorption takes place.

One of the first experience in this technique has been achieved in T2K experiment with the
usage of wavelength shifter fibers. In this application [50], the counters are readout via WLS
fibers embedded into S-shaped grooves in the scintillator from both ends by multi-pixel
avalanche photodiodes operating in a limited Geiger mode. A customized 667-pixel MPPC
was developed for T2K by Hamamatsu Photonics [51] with a sensitive area of 1.3x1.3 mm?
and a pixel size of 50x50 pm?; the sensitive area is larger than those available previously and
relaxes the mechanical tolerances required for coupling to the WLS fibers used extensively
in the experiment.

7.2 Compound Parabolic Concentrators (CPC)

Image compression from large-surface detectors can be realized using matrices of single
SiPM pixels. Such a device is particularly suitable in experiments detecting the Cherenkov
or fluorescence light in the atmosphere. A light concentrator can be used to enhance the
number of incident photons on the sensitive surface of the detector.

Some experiment for VHE gamma-ray astronomy (as example VERITAS [52], MAGIC [53]
and HESS [54]) already use non-imaging light collectors to concentrate light on
photomultiplier tubes, while light concentrators are also widely used in diverse fields, as
solar energy production.

Compound Parabolic Concentrators (CPC), also known as Winston cones [55], are light-
collection devices intended to concentrate light on a smaller area by maximizing photon
density per unit surface. Characteristic parameters for CPCs are: dimensional geometry,
compression, acceptance angle and collection efficiency. CPCs are usually produced with
amorphous (vitreous) materials like commercially available B270 and BK7.



212 Photodiodes - World Activities in 2011

A three-dimensional compound parabolic concentrator is designed by rotating a parabola
around the optical axis. The analytical description of the CPC profile is given by the
following equation [55]:

2124 (1+sin6,,, )*r—2a cosO, (2+sinb, )>z—

—a?(1+sin6,_, )3 +sin6_, )=0

max )

(rcos®,,,, +2zsinb,,,) max

in which Omax is the acceptance angle and a” the exit aperture radius. r and z are, instead, the
reference axes as shown in Figure 36.
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Fig. 36. CPC Profile

As shown in Figure 37 a Winston cone is a double paraboloid built from two off axis
parabolas, such that the focal point of one falls to the edge of another. The reflecting surface
is obtained by rotating the parabola around the concentrator axis.
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The overall length of the parabolic concentrator is conditioned by the symmetry that must
ensure to pass both edging rays and is thus limited by the maximum entrance diameter.
The overall length is given by:

_ a (1+sin8,,, )cos®

L — max
sin“ 0,
Since the diameter of entrance surface is:
a
a s —
sin @

max

resulting:

L=(a+a‘)cotg6max
A useful ratio for describing the characteristics of a concentrator is the geometrical
concentration ratio or compression [55] defined as:

C = entrance surface / exit surface

The theoretical maximum concentration ratio for a three-dimensional design is thus given by:

SR

a“ sin“0,,,

where Bmax is the acceptance angle. The acceptance angle (or the cut-off angle) is the angle
beyond which most of the light entering the concentrator is reflected out of it: the rays inside
the collector undergo multiple reflections, and some of the rays that enter at angles smaller
than the limit value can be turned back; some rays incident at angles larger than the limit
angle are instead transmitted.

The optical concentration ratio, considering losses (the optical efficiency), is the amount of
emerging light at the exit aperture compared to the amount of the incident light on the
entrance aperture. The attenuation in the concentrator results from reflection losses,
scattering and absorption. Light collection efficiency depends on the radiation incident
angle (relative to the Winston cone symmetry axis) and on the acceptance angle. In
particular, the efficiency drops as large as the acceptance angle.

Thus, defining the transmission efficiency €tans as:

Etrans = nd/Nphot

where ny is the number of photons reaching the exit aperture and Npho is the total number of
photons penetrating the entrance aperture, the collection efficiency (&on ) can be written as:

Ecoll = Etrans - Cmu:(

The collection efficiency is strictly related to the number of multiple reflections before
reaching the exit aperture.

Even if the CPC have been designed for solar energy applications, their utilization in low
photon detection is attractive to extend the detection surface. In this case, also the impact point
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on entrance surface has to be taken into account since this leads to a non homogeneous
efficiency. As we will show, better results are obtained with acceptance angles lower than 5°.
As shown in Figure 38/left (related to a cone with an acceptance angle of 10° and 8° incident
photons), it’s possible to identify areas on the entrance surface for which the number of
multiple reflections is almost the same.
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=
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Fig. 38. Left: Transmission zones of rays on the entrance surface of a CPC having Omax = 10°
for impinging photons at 8°; Right: Rejections zones of rays on the entrance surface of a CPC
having a Omax of 10°, for impinging photons at 11.5°: remark in (1) two little zones where
the transmission is preserved.

Likewise, it's possible to identify the areas where the photons exit from the entrance surface
after reflections inside the CPC, without reaching the exit surface. These areas are shown in
the Figure 38/right, for an 11,5 ° incident photons.

In order to estimate the collection efficiency of the light concentrator and to study its
dependence on the length of the funnels and on the angle of incidence, we carried out
several Monte Carlo simulations. Photons with given direction were produced at the
entrance aperture and their path was followed until they were either absorbed by the funnel
walls or left the funnel through one of the apertures. Various types of paraboloids and
pyramidal light concentrators were examined in the simulations.

Figure 39 shows a Winston cone simulated with a 0° acceptance angle with an entrance and
exit apertures of a radius of 28 mm and 5.5 mm, respectively, corresponding to a
concentration ratio of 25.91.

The transmission and collection efficiency for this device as a function of photon incident
angle (with an uniform distribution of photon impact point) is shown in Figure 40.

As shown in Figure 40, the transmission efficiency, evaluated as ng/Nphot, is strongly
suppressed for non-perpendicular photon incident angles, in the case of devices designed
with a 0° acceptance angle. However, the efficiency is about 50% for 10° incident angles.

The collection efficiency takes into account also the compression ratio (&on = &rans - Cmax);
simulation shows that, at an incidence angle of about 20°, the collection efficiency is 1: the
density of photons on the entrance surface is the same of that on the exit surface and the
concentrator is useless.
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Fig. 39. 3-D model of the CPC with an acceptance angle of 0° used for the simulation.
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Fig. 40. Simulated transmission (left) and collection efficiency as a function of incident

photon angle.

It makes sense the use of a CPC to increase the detection surface of a silicon device only if
the devices have a large acceptance angles. To explore this option, a detailed simulation of a
CPC with 25° acceptance angle (CPCase ) has been performed. CPCas is an optical glass B270
cone having 9.01 mm entrance diameter, 2.50 mm exit diameter, and is 19.25 mm long,
commercially available by Edmund Optics [56]. Figure 41/left shows the tridimensional
model used in the simulations while Figure 41/right shows the CPCss used for the
measurements.

Fig. 41. Left: 3-D model of the CPCys- having an acceptance angle of 25°. Right: A
photography of the CPC cone used for measurements mounted on its support.
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Simulations show that the concentrator is able to transmit photons with incident angle up to
about 25° with a good collection efficiency, ranging between 0.5 and 0.8 depending on the
incident angle. A small lack in the transmission efficiency is evidenced for 0° incident
photons, with respect to the case of a 0° acceptance angle designed one.

In order to experimentally check for the simulation accuracy, we used two different settings.
The first set up is shown in Figure 42.

LASER
LabVIEW @ 407 nm Splitter
Optical fiber
Collimator
X-Y Table
USB Connections
CPC
POWER METER
Probe B Probe A

~___"  DARKBOX

Fig. 42. The experimental setup.

The efficiency of a CPCase has been measured as a function of the impact position on the
concentrator entrance surface by employing a computer controlled x-y movement with a
position precision of tens of microns. A A=407 nm highly collimated pulsed laser beam (spot
diameter = 0.9 mm) has been sent on the CPCps and both beams at the entrance and exit
surfaces have been measured by a double channel Power Meter Newport mod. 2936-C.

The intrinsic efficiency measured is strongly dependent on the impact point of the photon
on the entrance surface, as shown in Figure 43.

The measurements of the transmission efficiency along the CPCase diameter, superimposed
to the simulation results, are shown in Figure 44 for impinging photons at 0° and at 20°: the
simulation correctly reproduces the measurements and confirms the efficiency dependence
on the photon impact point on the entrance surface.

Discrepancy in the maximum collection efficiency between data and simulation is mainly
due to the optical coupling between the CPCss- and the Power Meter probe, but also to the
photon absorption in the B270 glass, to the intrinsic Power Meter probe efficiency and its
dependence on the photon incident angle.

The same measurement has been repeated for several angles of incidence of photons .

This study shows as, to increase the detection surface of a SiPM by using parabolic
concentrators, devices designed for small acceptance angles are preferred, with the better
choice corresponding to 0°, but limiting in this way the field of view. In any case, the
detection of radiation produced at fixed angles, as in experiments in which Cherenkov
radiation has to be detected, can profit of this solution.
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acceptance angle of 25°) for impinging photons at 0° (Left) and at 20° (Right).

Differently, a pyramidal device can be considered. Simulation studies have been carried on

this geometric structure (Figure 45).
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Fig. 45. 3-D model of the pyramidal concentrator used in the simulation and a photography
of the pyramidal concentrator used for measurements

The pyramidal concentrator simulated in this work is an optical glass N-BK7 device, with
7.5 x 7.5 mm? entrance surface, 2.5 x 2.5 mm?2 exit surface and 50 mm long, commercially
available by Edmund Optics [56]. Figure 45/right shows the pyramidal light concentrator
used for the measurements.

From simulation, a good transmission efficiency, almost uniform up to 20° is obtained for
this geometry, as shown in Figure 46.
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Fig. 46. Efficiency curve of the pyramidal concentrator as a function of the impinging angle
of the photons.

Also for this concentrator, the efficiency has been measured as a function of the impact
position on the entrance surface, by using the experimental set-up described in Figure 42.
The transmission efficiency measured is shown in Figure 47, Figure 48 and Figure 49 for
different incident angles.
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Fig. 47. Measurement of the transmission efficiency on the entrance surface of the pyramidal
concentrator for 0° impinging photons.
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concentrator for 5° impinging photons.
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Fig. 49. Measurement of the transmission efficiency on the entrance surface of the pyramidal
concentrator for 10° impinging photons.

Measurement results show that transmission efficiency of such a pyramidal light
concentrator has a slight dependence on the impact point except for the case of incident
angles of 10°. In fact, as shown in Figure 49, in this case large part of the entrance surface
(about an half) results in a very low efficiency (about 10%). Actually, this partial inefficiency
may be due to the very large angles of exiting photons (>60°), out of the angular acceptance
of the Power Meter probe.

A second methods adopted to evaluate the effect of light concentrators is based on the
measurement of photons detected with a 3x3 mm?2 MPPC S10931-025P by Hamamatsu
arranged at the exit surface of the concentrator (Figure 50).
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Fig. 50. The experimental set-up: light concentrator on the MPPC
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The average number of incident photons on the concentrator, can be determined by
measuring the laser power on one of the two outputs of the splitter. The MPPC signal,
amplified by the National Semiconductor LMH6624 chip as already described, has been
measured on the oscilloscope and an estimation of the overall efficiency of the system (light
concentrator + MPPC) has been done by evaluating the number of photons detected by the
MPPC. Laser power has been set to 40 photons per pulse on the surface of the CPCase, with
an incidence angle of 0°. The maximum total efficiency for several distances of impact point
from the center along one diameter (Figure 51) has been measured. Results show that a
maximum obtainable efficiency is 0.1, while observing dynamic range it is possible to note
that this shape of concentrator is not useful to increase the field of view of a MPPC.
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Fig. 51. Number of photoelectrons as a function of the distance of impact point from the centre

The same experimental set-up has been used to measure the efficiency of pyramidal
concentrator (see Figure 52).

Fig. 52. Experimental set-up for pyramidal concentrator using an MPPC as a sensitive device.
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Figure 53 shows the efficiency measurement for several distance of impact point from the
center (along one dimension) and for several incident photon angles. Again it can be observed
that the maximum total efficiency is 0.1, but in this case the total surface is enhanced.
Furthermore, the efficiency results to be very uniform for incident angles in the range 0°-10°.
The efficiency of the concentrator will be surely enhanced by developing SiPMs in which a
front-side structure with quenching resistors is integrated into the silicon bulk. In this mode
obstacles for light like metal lines or contacts, can be omitted and therefore the fill factor
would only be limited by the gaps indispensable for the optical cross-talk suppression and it
can reach in principle 100% [57]. Being the fill factor of present SiPM of the order of 30% (see
Figure 13 and Figure 16) and taking into account it represent the main contribution to the
concentrator efficiency, it will be possible to achieve very interesting overall efficiencies of
the order of 35-40%. In this way, the features of a SiPM and concentrator can largely
overcome the properties of the classical PMT.

8. Hybrid photo detectors

One option to further improve the angular coverture of a silicon device could be to combine
it with vacuum technology. One can replace the dynodes structure of a photomultiplier with
a silicon photodiode (HPD - Hybrid Photo Detector or with an avalanche photodiode
(HAPD - Hybrid Avalanche Photo Detector). The detection of photon starts as in an
ordinary photomultiplier at the photocathode, where a photoelectron is produced.

Fig. 53. Efficiency measurement for several distance of impact point from the center (along
one dimension) and for several angles of the incident photon.
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A pioneering configuration using a gain G = 1 p-i-n diode has been proposed 10 years ago
by Hamamatsu and DEP. Using p-i-n diodes the signal amplification is given by the
number of electron-hole pairs produced by electrons emitted from the photocathode,
accelerated by a high-intensity electric field and injected into the target diode. The gain
depends on the energy of incident photoelectrons: at 4 kV operational voltage, about 1100
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electron-hole pairs are generated. However, in many applications where an higher
sensitivity is required, such a small gain (further reduced by the photocathode QE) limits
the low level light detection capability.
More recently, a gain improvement was obtained using diodes in avalanche regime (APD),
with a resulting additional gain of ~20-50. The overall photomultiplier gain increases, yet
not enough for low light level detection. In addition, the fluctuations in the avalanche
multiplication, limit the useful gain range.
The idea, which starts from these experience and from the consolidation of the Geiger-
APDs, is to combine them into a sort of classical vacuum tube: electrons emitted by a
photocathode can be collected and focused on an array of G-APDs, which acts as the
amplifier. The junction works as an electron multiplier with a gain of 105-10¢, equivalent to
the dynode chain of a classical VPMT. Thus the Vacuum Silicon Photomultiplier Tube
(VSiPMT) would consist of the following:
- aphotocathode for photon-electron conversion,
- an electric field to accelerate and focus the photoelectrons on a small area covered by
the G-APD array,
With 10 kV between photocathode and SiPM, the range of 10 keV photoelectrons impinging
on the silicon is 1.5 pm (as shown in Figure 32). In a conventional front illuminated n*pp*
structure, the n* layer has to be enough shallow (< 0.5 um) in order to have an efficient
ionization in the p region. With standard equipment for detector fabrication, layers with a
junction depth of 100 nm can be obtained [32]. In addition the high-field region should be as
thin as possible in order to have more ionization beyond it, maximizing the electron trigger
probability. Otherwise, at lower voltages, a junction structure p*nn* is needed. The
ionization should happen in the p* side allowing electrons to pass the whole high-field zone
with high avalanche efficiency. In both cases photoelectrons spend most of the ionization
within the p layer thickness. In contrast with the photon detection, the precise range of the
photoelectrons permits the optimization of the thickness of the junction n*pp* or p*nn*
layers, minimizing the depletion region with great advantage for lowering the dark current,
increasing at same time the efficiency and the time resolution.
Recently C. Joram and al. at CERN [58] performed a very interesting study concerning the
response of SiPM devices to the electrons impinging. Results they found have been so
encouraging and interesting to influence also the title they give to the article: “Proof of
principle of G-APD based hybrid photo detectors”. In practice they demonstrate the
feasibility of such a solution, already preannounced by our group in [2]. The CERN group,
thanks to their usual activities, had the possibility of making a detailed test just dedicated to
this aspect. We consider their result as a precious confirmation of our previous theories
concerning this arrangement.
Exploiting the full fill factor of a front illuminated SiPM described in a previous paragraph,
an ultimate design for a new semiconductor hybrid photomultiplier is possible. It consists of
a hemispherical vacuum tube with a deposited photocathode and a special SiPM in which
quenching resistor and electric contacts are integrated in the bulk. The admittance of such a
component on the sensitive surface allows the full geometrical efficiency of a SiPM used as
amplifying element, making it very attractive also in this application. So in this way this
hybrid PMT results equivalent to those, already existing, manufactured with APD (gain 102),
but with a gain comparable to the standard PMT (106-107).
In conclusion, photoelectrons emitted by the photocathode are accelerated, focused and then
amplified by Geiger junctions (Vacuum Silicon PhotoMulTiplier,VSiPMT,). Such an
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amplifier, which would substitute the classical dynode chain, presents several attractive
features such as small size, low cost, high gain, high efficiency, absence of an external
voltage divider, no power consumption, weakened dependence on magnetic fields.

These developments will offer an attractive response to the necessity of increasing active
surfaces with high sensitivity.

8.1 SiPM in cryogenics

As a last point we wish to underline the possible applications of SiPMs in cryogenic
environments. Both SiPM matrices and VSiPMTs can be considered as a promising
alternative to classical photomultipliers for VUV scintillation detection in liquid noble gas
experiments requiring a high sensitivity to very low energies to detect neutralino Dark
Matter signals (see for instance [59, 60]). The drop of thermal noise at low temperatures,
three orders of magnitude at -95° for liquid Xenon, enhances the linearity and the single
photon detection capability. The above considerations regarding the front and back
illuminated SiPM induce to envisage a quantum efficiency of 25% in VUV region [61]. These
figures encourage the use of these new devices in cryogenic environment [62].

9. Conclusions

The so-called silicon photomultipliers (SiPMs, MPPCs by Hamamatsu, etc.) are already
replacing photomultiplier tubes in many applications. Recently this new photon detector is
operative on different R&D lines in various applications. High performances characterize
such a device: reduced dimensions, high gain, low power supply, single photon sensitivity,
magnetic field operation, very good time resolution, low cost. In particular low power
supply and negligible power consumption together with a single photon counting, make it
very interesting also in hostile environments (space, astronomy) and suitable for a wide
variety of applications (including medicine and biology). The drawback of this detector are
the reduced dimensions limited by the dark count and silicon cost. To collect photons both
from great surfaces or/and volumes and to increase the field of view of such a photo
detector, three solutions have been presented in this paper. Apart the classical and proven
technique of detecting scintillation light from large volume using WLS fibers, which
diameter dimensions are compatible with the active part of the present commercial SiPM,
two innovative solutions are presented to improve the field of view and/or focus the light:
cones and pyramidal light concentrators assembled in single SiPM or organized in a matrix
shape. Such a device are applied both to read Cherenkov detector on beam experiments
(RICH) and astronomical telescopes. A second solution simplifies and improves the classical
PMT performances by replacing the dynode amplification chain with a SiPM in a Hybrid
configuration. A similar photo detector using a lower APD gain has been implemented and
it is already operative. There is space to implement both solutions. To do this at the best,
advanced SiPM have to be realized. Two are the critical features that have to be solved in the
next years: the dark noise reduction and the elimination of the dead region around the
microcell (fill factor) where the quenching resistor is positioned. Already today it has been
proposed a front-side illuminated detector structure with quenching resistors integrated
into the silicon bulk. In this concept, the fill factor is only limited by the gaps necessary for
optical cross-talk suppression. Compared to existing devices the proposed detector has the
potential of a very high photon detection efficiency.
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1. Introduction

With the rapid increase of research interest in quantum information (Bennett&Brassard,
1984; Gisin et al., 2002; Knill et al., 2001), the near-infrared single-photon detection received
a great boost not only in inventing (or improving) basic devices, but also in improving
operation techniques on the conventional devices. Especially, in the application of quantum
key distribution (Bennett&Brassard, 1984; Gisin et al.,, 2002), practical single-photon
detectors (SPDs) with small size, operating at room-temperature are in great need.
Avalanche photodiodes (APDs) are usually used to build SPDs. Avalanche photodiodes
(APDs) have internal gain due to a process of impact ionization that leads to multiple
electron-hole pairs per input photon. Applying a large reverse voltage to the APD will result
in a large multiplication gain, until the breakdown voltage (Vi) is reached. Usually, the
output photocurrent of the APDs is linearly proportional to the intensity of the optical input
when the bias voltage is below Vi, and this mode is called as “linear mode”. When the bias
voltage is larger than Vi, the electron-hole generation process can become self-sustaining
and result in a runaway avalanche, then a single photoexicited carrier can induce a runaway
avalanche that gives rise to a detectable macroscopic current, and this mode is called as
“Geiger mode”. Si-APD SPD exhibits excellent performance with the spectral range from
400 to 1000 nm. Si APD is typically operated in free-running mode. Its detection efficiency is
as high as 70% around 700 nm with the dark count rate (DCR) of 10-100 counts per second
(Stipcevié et al., 2010). InGaAs/InP APD has a spectrum response range from 1200 to 1700
nm, covering the fiber optical communication window at 1310 and 1550 nm. However,
InGaAs/InP-APD SPD has a large dark count (e.g. DCR~105 per second) and afterpulsing
effect. Especially, the serious afterpulsing effect of the InGaAs/InP APD limits the
application of high-speed detection. In order to improve its performance, an InGaAs/InP
APD is usually operated in gated Geiger mode to suppress dark counts and afterpulsing
effect. Recently, (Yuan et al., 2007; Namekata et al., 2006) reported self-cancellation and sine-
wave techniques, which exhibited great improvements on the InGaAs/InP-APD SPD. The
single-photon detection speed was increased significantly from megahertz to gigahertz.
Previously, it was thought that APDs are unable to resolve the number of photons in a short
time interval. (Kardynal et al., 2008) first found that by suppressing the capacitive response
down to a sulfficiently low level, the weak avalanche current of an InGaAs/InP APD can be
discriminated in its early development before saturated. In this mode, the variation in
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multiplication gain of the current shows the capability of resolving photon number, called
as “non-saturated” Geiger mode (Wu et al., 2009; Yuan et al., 2010). To date, some
individual photon detectors have been demonstrated to exhibit interesting photon-number-
resolving capability, such as visible light photon counters (Takeuchi et al, 1999),
superconducting optical detectors (Miller et al., 2003; Schuster et al., 2007), and field effect
transistors with quantum dots (Shields et al., 2000). All those developments have already
stimulated vast promising applications although their performances are still limited by the
requisite cryogenic operation.

On the other hand, several optical techniques have been developed to obtain high-
performance near-infrared single-photon detection. A straightforward way to overcome the
incapability of the current infrared detectors is to up-convert the infrared single photons
with complete quantum state transfer into their replicas in the visual-near infrared region so
that a Si-APD SPD can be used for the single-photon detection. Frequency up-conversion of
1550 nm single photons has been demonstrated by sum frequency mixing (Albota&Won,
2004; Pan et al, 2006). In particular, frequency up-converted single-photon detection
facilitates a successful realization of a fiber-based QKD at gigahertz (Thew et al., 2006).
Another optical technique for single-photon detection is just beginning (Han et al., 2008; Wu
et al.,, 2010), where a high-gain optical amplifier is invented to amplify single photon to an
intense light pulse. The spontaneous fluorescence is the major obstacle of the optical
amplification technique to detect the single photon. (Han et al., 2008) used an optical
parametric amplification, where the pulse width of the pump laser pulse was only 130
femtosecond. The influence of the spontaneous fluorescence was deeply suppressed in this
ultra short period. (Wu et al., 2010) used a short optical bandpass filter to suppress the
spontaneous fluorescence that few-photon pulse at 1550 nm could be detected.

In this chapter, we introduce some practical techniques of near-infrared single-photon
detection, containing four sections as following: i) InGaAs/InP APD SPD; ii) Photon-
number-resolving detector based on a InGaAs/InP APD; iii) Near-infrared single-photon
detection with frequency up-conversion; iv) Few-photon detection with linear external
optical gain photodetector.

2. InGaAs/InP-APD single-photon detector

The performance of an InGaAs/InP APD SPD is characterized by detection efficiency, dark
count, afterpulsing effect, and time jitter, etc. The detection efficiency is mainly determined
by two factors (Itzler et al., 2007): i) the quantum efficiency of the APD, which is the
probability that a photon excited a carrier to reach the multiplication region, and ii) the
avalanche breakdown probability, which figures the probability that a carrier in the
multiplication region triggers an avalanche process successfully. The dark counts arise when
carriers are created by processes other than photoexcitation, including the thermal excitation
and field-mediated creation of free carriers (i.e. tunneling, trapping processes). Typically,
the dark count rate of a Si-APD SPD is about 100 counts per second. However, the
InGaAs/InP APDs have much more random bulk leakage carriers, leading to the dark count
rate in the order of 105 counts per second. The afterpulsing effect is a dark count induced by
the release of a carrier trapped by a defect in the multiplication region during an earlier
avalanche event. In high-speed operation, the afterpulsing effect becomes the major problem
that enhances dark counts. The time jitter is the variation in the temporal correspondence
between the arrival of the photon and the detection of a resulting avalanche. It originates in
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the stochastic nature of the carrier dynamics involved with avalanche breakdown, typically
in the order of 100 ps for Si-APD APD.

In order to decrease dark counts and afterpulsing effect, InGaAs/InP APDs are usually
operated in gated Geiger mode, by applying a reverse bias above the breakdown voltage
with a short gating pulse over a DC bias. However, strong capacitive response of the electric
gating pulse will be produced by the junction capacitance of the APD, which buries the
weak avalanche pulses when a short gating pulse is used. It is quite important to produce an
electric signal equal to the capacitive response of the APD, before cancelling the capacitive
response. Here we present three different noise-cancellation techniques to operate the
InGaAs/InP APD in gated Geiger mode with the gating width < Ins.

2.1 Balanced capacitance cancellation technique

An equal capacitance can make a similar electric signal when it is applied on a same gate
pulse, as most of the capacitive response is induced by the junction capacitance of the
InGaAs/InP APD. Figure 1 is the frequency responses of a InGaAs/InP APD and a variable
capacitance, where the InGaAs/InP APD is tested with a DC bias of 50 V. It seems similar
between the InGaAs/InP APD and the variable capacitance below 500 MHz. So, capacitance
is a simple and economical method to produce a similar capacitive response in a large
frequency range. As shown in Fig. 2, a same electric pulse is both applied on the fiber
pigtailed InGaAs/InP APD and the variable capacitance. The responses of the InGaAs/InP
APD and the variable capacitance are sent to two differential inputs of a differential
amplifier, respectively. The common signal such as the capacitive response is deeply
suppressed in the differential amplifier, while the avalanche pulse is amplified. There were
also several other cancellation techniques which suppressed the capacitive response
effectively (e.g. (Bethune&Risk, 2000) produced a capacitive response by a coaxial cable
reflection line; (Tomita& Nakamura, 2002) used two APDs to produce two capacitive
responses).

The InGaAs/InP APD is cooled to -35 °C. The width of the electric gating pulse is 1 ns with
the gating rate of 25 MHz. A distribution feedback (DFB) laser diode is triggered at 1 MHz
with the pulse duration < 300 ps. The laser is synchronized at 1/25 of the electric gating
pulse. And the laser pulses are attenuated to 0.1 photon per pulse before sent to the
InGaAs/InP APD. The detection efficiency decreases with the bias voltage, seeing Fig. 3,
and it becomes saturated at about 30%. However, the dark count and afterpulsing effect will
degrade the detector when increase the bias voltage. As shown in Fig. 4, the dark count rate
is less than 8X10¢ counts per gate at the detection efficiency of 10%. It exponential rises
with the DC bias voltage until the detection efficiency of about 30%. Meanwhile, the
afterpulsing effect is also measured with the detection efficiency. Figure 4 shows the
afterpulsing probability at 40-ns delay after the first avalanche. It is less than 0.1% at the
detection efficiency of 10%, and increases more slowly than the dark count rate below the
detection efficiency of 25%. Then the afterpulsing effect dominates the dark count of the
detector when the detection efficiency is close to 30%. The afterpulsing effect comes from the
trapping effect in the multiplication region of the InGaAs/InP APD. The trapped carriers are
exponential decay with time (Wu et al., 2006 ; Itzler et al., 2007). So the afterpulsing effect is
the major obstacle for high speed operation, especially the adjacent two gating pulses
should be less than 3 ns (Liang et al., 2011). Increasing the temperature of the InGaAs/InP
APD can speed up the decay of the trapped carriers. However, it will obviously increase the
dark count due to the thermal effect.
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Fig. 2. Schematic of the balanced capacitance cancellation circuit, where Bias: DC bias +
gating pulse, VC: a variable capacitance, DAMP: a differential amplifier, and AMP: a
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Fig. 4. Dark count rate and afterpulsing probability as a function of detection efficiency

Except rising the temperature, the other method to suppress the afterpulsing effect relies on
decreasing the carriers passing through the APD, where shortening the gating width can
decrease carriers. Figure 5 presents afterpulsing probability as a function of the gating
width. It proves that short gating width is effective to suppress the afterpulsing effect for
high speed operation.
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Fig. 5. Afterpulsing probability with the electric gating width

2.2 Self-cancellation technique

As mentioned above, shortening the gating width can decrease the number of bulk carriers
passing through the InGaAs/InP APD, so it can weaken the afterpulsing effect for high
speed operation. However, the avalanche current becomes weaker. It requires higher
sensitivity, as well as better capacitive-response cancellation, to catch the avalanche pulse in
the capacitive response. As shown in Fig. 1, the frequency responses between the
InGaAs/InP APD and the variable capacitance are quite different when the frequency > 500
MHz. So, the variable capacitance cannot produce absolutely same capacitive response with
the InGaAs/InP APD, although it has a same value of the capacitance. The self-cancellation
technique solves the problem nicely. Figure 6 is the schematic of this technique. The electric
signal on the cathode of the InGaAs/InP APD is sent to a 50/50 power splitter to produce
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two equal components. Then the two identical components are combined by a differencer,
where one of the components is delayed by one gating period. The output of the differencer
is the difference of the two components. Actually, they are the signals of two adjacent gating
periods. The capacitive response is cancelled by itself. As a result, weak avalanche pulse can
be discriminated at high-speed gating rate. (Yuan et al., 2010) promoted the gating rate as
high as 2 GHz with the gating width of only 250 ps.
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Fig. 6. Schematic of the self-cancellation circuit

2.3 Optical self-cancellation technique

In self-cancellation technique, the electric signal transmits through two coaxial cables. Due
to the large transmission loss of the coaxial cable, the delay of one component cannot be too
long; resulting in the gating rate should be high (e.g. > 200 MHz). Moreover, the electric
circuit of the self-cancellation has a very wide bandwidth > 2 GHz. It should take more
attention on designing and manufacturing for high cancellation ratio of the capacitive
response. The optical self-cancellation technique gives a simple method to realize self-
cancellation in wide bandwidth, including the operation at low gating rate.

Figure 7 is the schematic of the optical self-cancellation. The InGaAs/InP APD response is
magnified by a low-noise broadband amplifier to trigger a DFB laser diode at 1550 nm. The
response bandwidth of the laser diode is 2.5 GHz, fast enough to transfer the electronic
signal to light pulse while keeping the same shape. In this way, the AC electronic signal is
transformed to optical signal, preserving the original information from the InGaAs/InP
APD including the capacitive response and the avalanche pulse. The fiber connecting the
splitter and the detectors has different lengths to introduce a delay of one gating period
between the two components. A fiber stretcher is employed to precisely control the delay

Bias § DC Bias

TArN
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Amp
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Fig. 7. Schematic of the optical self-cancellation circuit, where LD is a 1550-nm DFB laser
diode, BS is a 50/50 fiber splitter, PD+ and PD- are the balanced optical detector
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between the two components with 0.17-ps resolution. Two conventional photodiodes are
used to detect the optical signals from each fiber. The response of the photodiodes exactly
replayed the detection signal of the APD. At the output of the balancer, the identical
capacitive response is subtracted. With this optical self-differential photodetector, the weak
avalanche current can be measured (Wu et al., 2009).

3. Photon-number-resolving detection based on a InGaAs/InP APD

It was thought that a single APD cannot resolve the incident photon number without time
or space multiplexing techniques since the gain on the APD is saturated in Geiger mode.
However, recent research result reveals that the avalanche current is proportional to the
photon number of the input light pulse when the APD is operated in non-saturated Geiger
mode. Figure 8 gives a typical avalanche trace. It is recorded by a 6-GHz digital oscilloscope
with the gating width of 5 ns. The current grows gradually first within area (a), and then it
becomes saturated in area (b). Area (a) is the non-saturated Geiger mode period that the
current is proportional to the input photon number. However, the saturation inhibits all the
variation in the early avalanche development in area (b). The avalanche is just beginning in
area (a), which the current is much weaker than the current in area (b). Through the optical
self-cancellation technique, the non-saturated avalanche pulse is observed successfully.
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Fig. 8. An avalanche trace in 5-ns electric gate

Figure 9 is a typical histogram of the output peaks of the avalanche pulses. The distribution
of the peak output of the avalanche pulses shows 3 peaks. Obviously, these distribution
peaks are induced by different input photon number. The input light is from a DFB laser.
This coherent light source obeys the Poissonian distribution, where the photon number (1) is
determined by the probability:

n

plum) =Ee &)
n.

where 4 the is the mean photon number per pulse. The probabilities of the peak output of the
avalanche pulses are calculated according to the Poissonian distribution, which is given by:
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p(V)= ZOP(WI) p(1,V) @)
where p(n,V) is the distribution of the peak output of the avalanche pulses when they are
induced by n-photon. It shows a Gaussian-like distribution. The calculated data fits well
with the measured data as shown in Fig. 9, proving that the avalanche current in non-
saturated Geiger mode is proportional to the input photon number. The width of n-photon
peakis vn (n>1) scaled to the 1-photon peak, which is caused by the statistical fluctuation.
The width of 1-photon peaks is determined by the avalanche multiplication, and the excess

noise derived from the statistical nature of the avalanche multiplication of the InGaAs/InP
APD.
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Fig. 9. Distribution of the peak output of the avalanche pulses, where the black line is the
measured data, the red line is the calculated data. The detected mean photon number is 1.9
per pulse at the detection efficiency of 10%

Figure 10 is the color-grading waveforms of the avalanche pulses in non-saturated Geiger
mode. It is recorded by a 6-GHz digital oscilloscope with the integration time of 0.1 second.
Three peaks of the distribution of the avalanche pulses clearly appear in the waveforms.
They are induced by 1-, 2-, and 3-photon, respectively.

Figure 8 shows that the non-saturated Geiger mode exits in a short period of the early
avalanche development. As a result, in order to observe the capability of the photon-
number-resolving (PNR) of the InGaAs/InP APD, the gating width should < 2 ns. In order
to figure out the relation between the PNR performance and the avalanche multiplication,
the distributions of the peak output of the avalanche pulses at different detection efficiency
are measured as shown in Fig. 11. It is hard to resolve the photon number at low detection
efficiency. And the optimal period of the detection efficiency for PNR is from 10% to 20%.
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When the detection efficiency increases to 36%, all the peak output of the avalanche pulses
reach the maximum amplitude of 960 mV, the saturation effect appears obviously and the
peak voltage is independent of the incident photon number more than 2. This sets the upper
boundary for the InGaAs/InP APD to resolve photon numbers.
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Fig. 11. Distribution of peak output of the avalanche pulses at different detection efficiencies

The PNR performance is time resolved with the input laser delay, since the non-saturated
Geiger mode is observed in a short gated mode. Figure 12 shows the photon count rate
varies with the laser pulse delay. The electric gating width is about 1.2 ns, while the effective
detection gating width is about 300 ps. Three delays of the input laser are observed, they are
signed as (a), (b), and (c) in Fig. 12. Figure 13 is the distribution of the peak output of the
avalanche pulses at these three points. Obviously, the PNR performance is similar good at
points (a) and (b). And the PNR performance degrades at point (c). As shown in Fig. 8, the
avalanche multiplication gain increases for about 2 ns until saturated. So, the avalanche
current obtains a larger gain when the photon arrives at the rising edge of the electric gate
than that at the falling edge. Therefore, a large multiplication gain is good for PNR
performance before the InGaAs/InP APD is saturated.
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Fig. 13. Distribution of the peak output of the avalanche pulses at points (a), (b), and (c),
respectively, where the detected mean photon numbers are 1.33, 1.35, and 1.32, respectively

4. Near-infrared single-photon detection with frequency up-conversion

The single-photon frequency up-conversion can be considered as the sum-frequency
generation (SFG) process as shown in Fig. 14. Suppose that the pump laser is in the single
longitudinal mode. The solution to the coupled-mode equations for the phase-matched
interaction is given by (Kumar, 1990):

i, (L) = (0)cos(| gE, | L) - a,(0)sin(| gE, | L),

iy (L) = by (0)cos(| SE, | L) + &y (0)sin( | gE, | L), ©)

where 41 and 4 are annihilation operator for the signal and upconverted fields, respectively,
g denotes the nonlinear coupling coefficient, and L is the length of the nonlinear medium. As
indicated in Eq. (3), a complete quantum conversion occurs from d; to 4, when |gEp | L =772
is satisfied. The single-photon conversion efficiency can be written as:

n=sin’*(0.5z- [P, / ) 4)
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where P, is the effective pump power, and P. is the pump power at unity conversion
efficiency.

The complete quantum conversion demands a large nonlinearity of the nonlinear media
together with a strong pump field. Thus, periodically poled lithium niobate (PPLN) is
usually employed in the single-photon frequency up-conversion since it has a large
nonlinear coefficient (dgy =14 pm/V) and provides a large quasi-phase-matching (QPM)
interaction length in the order of 10 mm. The single-photon frequency up-conversion has
been demonstrated in a PPLN waveguide or bulk PPLN. With a PPLN waveguide, the
requirement on the pump field power can be lowered since the power of the optical field
can be confined to a small volume in the waveguide to have a very high intensity. The PPLN
waveguide scheme requires subtle processes to prepare a monolithic fiber pigtailed PPLN
waveguide, which will induce an avoidless big insertion loss (Tanzilli et al., 2002; Langrock
et al.,, 2004&2005). And the bulk PPLN scheme requires a high pump power, e.g. using a
resonant pump cavity with a stable cavity lock to enhance the circulating pump power
(Albota et al., 2004); or enhancing single-photon frequency up-conversion by intracavity

laser pump (Pan et al., 2006).

P N P

(2)

Fig. 14. Schematic of single-photon frequency up-conversion

For single-photon frequency up-conversion, one of the key parameters is the signal to noise
ratio. If the noise is much larger than the signal photons, it will be meaningless to take the
trouble to do the up-conversion. Therefore, suppressing the noise will much improve the
performance of the single-photon frequency up-conversion in the applications. Figure 15
shows the possible noise sources in the intracavity enhanced up-conversion system
discussed in the section above. The dark counts from the Si-APD SPD (10~200 counts per
second depending on the device) could be neglected since the dark counts from the
background photons are much larger. The main contribution to the background photons
comes from the strong pump field. The background photons at 808 and 1064 nm comes from
the solid-state laser itself. Besides the up-conversion process with the incident single
photons, other nonlinear effects also takes place in the nonlinear media, such as second
harmonic generation (SHG) of the pump laser at 532 nm and the optical parametric
generation (OPG) fluorescence. These background photons could be removed by the filter
system since they are at different wavelengths from the signal photons. However, among
the background photons, there are some of the same wavelengths with the signal photons at
631 nm. They are caused by up-conversion of the parametric fluorescence caused by the
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strong pump field. At first, spontaneous down-conversion of the strong pump took place in
the nonlinear media as ®1064nm=M1550nm*®3400nm-. In this process, the parametric fluorescence
photons at 1550 nm are of the same wavelength with the incident signal photons. And since
the temperature of the nonlinear media is tuned for the phase matching of SFG for w10s4nm +
®1550nm = @e3inm, these noise photons are up-converted together with the incident signal
photons with high efficiency. Therefore, some of the output photons at 631 nm are not the
replica of the incident signal photons but the noise from the up-converted parametric
fluorescence. Unfortunately, these background photons can not be removed spectrally by
the filters and contributed a lot to the dark counts on the Si-APD SPD.

Several groups have proposed the long-wavelength pump scheme to overcome the
troublesome up-converted parametric fluorescence (Langrock et al., 2004; Dong et al., 2008;
Kamada et al., 2008). By choosing a comparatively long-wavelength pump, which means the
energy of the pump photons is lower than that of the signal photons, the parametric
fluorescence from the down conversion will not fall in the incident infrared signal photon
spectral regime. As a result, the pump induced parametric fluorescence can be efficiently
suppressed and the dark counts will be greatly lowered. We have demonstrated an efficient
single-photon frequency up-conversion system for the infrared photons at 1064 nm with
ultralow dark counts (Dong et al., 2008). The pump source was provided by a mode-locked
erbium-fiber laser. The repetition rate of the pulse train was 15.8 MHz and the pulse
duration was measured to be 1.4 ps. The average output power of the amplifier was
measured to be 27 mW. The peak power of the pulsed laser was ~220 W, high enough to
achieve unity conversion efficiency in the system. With such a pulsed pump source, no
cavity enhancement was required, much simplifying the whole system. A long-pass filter
with 1000 nm cutting off was placed in front of the PPLN crystal to block the stray light
from the erbium doped fiber amplifier (EDFA), such as the pump for the EDFA from the LD
at 980 nm and the green and red up-conversion emission of the EDFA. In this long-
wavelength pump system, the relatively lower energy pump photon would not induce
undesired parametric fluorescence at the signal wavelength 1550 nm, and the dark counts at
SFG wavelength from followed up-conversion of the parametric fluorescence was
eliminated. Moreover, besides that the Si-APD SPD did not respond to pump light at 1550
nm, the up-conversion fluorescence by the second harmonic of the strong pump was not
phase matched at this working temperature, thus the noise from that process could also be
ignored. Thanks to sufficient suppression of the intrinsic background photons, the narrow
bandpass filter was even not necessary in the filtering system, increasing the transmittance
of the filtering system. After the filtering system, we measured the dark counts of the whole
detection system and got a count rate of ~150 counts per second, when there were neither
signal nor pump photons feeding. Moreover, when there was pump feeding, the dark count
rate was still around 150 counts per second, indicating that the dark counts were not from
the nonlinear parametric processes caused by the strong pump but mainly due to dark
counts of Si-APD SPD and ambient background light. With this system, we achieved so far
the lowest noise to efficiency ratio of ~160 for a near unity conversion efficiency (93%) as
shown in Fig. 16.

The single-photon frequency up-conversion has not only shown a solution to the sensitive
detection of the infrared weak signals but also provided a technique to manipulate quantum
states of the photons. Novel ideas on the techniques for single-photon frequency up-
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conversion come forth from time to time, highlighting its applications in the quantum
information processing.
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Fig. 15. Noise of the intracavity single-photon up-conversion
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Fig. 16. Schematic of the long-wavelength pumped frequency up-conversion

5. Few-photon detection with linear external optical gain photodetector

Different from the most methods to amplify the photo-excited carrier with a large internal
electric multiplication gain by electronic devices, we employed the optical devices to
amplify the few-photon before detecting by a conventional PIN photodiode. Interestingly,
the photodiode response showed a linear dependence on the incident photon signals,
promising a novel few-photon detection technique.
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Single-photon amplification by stimulated emission becomes the focus of research interest in
recent years due to its application in quantum cloning (Simon et al., 2000; Fasel et al., 2002). In
order to detect the amplified photon signals with conventional PIN photodiodes, the amplifier
should be chosen under the constraint of a high gain. In addition, the amplifier noise due to
the spontaneous emission should be suppressed enough to allow the identification of photons
due to the stimulated emission. Er-doped optical fibers are commonly used in the optical fiber
communication as amplifiers due to their large gain up to 40 dB around 1550 nm. But the
spontaneous emission always accompanies the stimulated emission and will be amplified as
well, which would be the big barrier to identify the signal photons from the noise. In order to
suppress the amplified spontaneous emission (ASE), we separated the amplification into two
steps. Figure 17(a) shows the setup of the external-gain photodetector based on the single-
photon amplification. The light source is a laser diode modulated by an intensity modulator at
25.0 MHz with pulse duration of 325 ps. The output spectrum of the laser is shown by the
green line in Fig. 18(b). The central wavelength is at 1550.20 nm and the full width at half
maximum (FWHM) is 0.02 nm. The output of the laser is attenuated to contain only a few
photons per pulse. Then, the photons are sent to the first EDFA for amplification. In order to
detect the stimulated emission photons, spectral filtering is necessary because the ASE
spectrum of the EDFA covered a broad range from 1527.36 to 1563.84 nm. Firstly, an inline
bandpass filter (IF;) centered at 1550 nm with the FWHM of 3 nm is inserted to roughly extract
the amplified signal photons from the broadband fluorescence.

Secondly, the combination of the two fiber Brag gratings (FBGy, 2) with the FWHM of 0.18
nm form another bandpass filter. By tuning the temperature to combine the rising edge of
FBG; and the falling edge of FBG, a final bandwidth of the bandpass filter was determined
to be 0.06 nm. Finally, a fiber polarization controller (PC) together with a polarization beam
splitter (PBS) helps to remove the ASE noise of the orthogonal polarization. Then, the optical
signal is sent to another EDFA for the amplification again. Since the incident photons are
pre-amplified while most of the ASE noise is removed before the second amplification, the
ASE of the second EDFA itself is much suppressed and instead the stimulated amplification
is enhanced. Spectral filtering is not as strict as in the first step. The filtering system for the
second amplification is composed of a bandpass inline filter (IF;) with the FWHM of 3 nm
and a fiber Brag grating FBG; with the FWHM of 0.18 nm. The PBS is not even necessary in
the second step because the ASE of the orthogonal polarization in the second EDFA is so
weak that it could be ignored. The black line in Fig. 17(b) shows the ASE spectrum after the
two-step amplification. The spectral width is mainly constrained by the combined FBG
filters in the first step. When the signal photons are sent in, the peak at 1550.20 nm raises on
the top of the ASE spectrum as shown by the red line in Fig. 17(b), indicating the stimulated
amplification of the incident photons. The total gain of the two EDFAs is measured
separately to be about 42.7 dB, indicating that an incident photon could be amplified to ~104
photons per pulse (about 1 mW of the peak power) after the two-step amplification. The
optical pulse signal is detected by a PIN photodiode. The variance of the ASE noise is
measured and plotted as a function of the ASE output power as shown in Fig. 17(c). Since
the main voltage noise is derived from the ASE beat on the PIN photodiode, the variance of
the noise increased nonlinearly with the average output power, indicating that the ASE
noise could be considered as a classical noise. The voltage noise amplitude is in Gaussian
distribution with an FWHM of ~140 mV (Fig. 17(d)).

Figure 18 plots the color-grading waveforms of the output voltage measured by the DPX
acquisition mode of a 2.5-GHz oscilloscope with an average incident photon number of p = 4
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and 16. From the oscilloscope traces, it is observed that the peak output signal amplitude
changes with the incident photon numbers, showing the evidence of the photon number
resolving ability of the detector. The amplitude of the peak output signal shows a linear
dependence on the input average photon number as shown in Fig. 20, indicating that the
EDFAs and the photodiode are far from saturation under such milliwatt optical input power
and capable of registering more than 16 individual photons. By taking into account the optical
amplification, the photodiode response and the electronic amplification, the sensitivity of the
whole setup is obtained by fitting the curve in Fig. 19 to be 15.39 mV/photon.

The photon statistics is studied by analyzing the histograms of the voltage signal acquired
by the oscilloscope. The temporal resolution of oscilloscope is set to 100 ps, and the voltage
amplitude resolution is set to 4 mV. A 500-ps sampling window is used in the analysis.
Figure 20 plots the histograms of the peak output signal voltage recorded for different
incident photon numbers of p = 4 and 16 per pulse. The red lines in Fig. 21 show a
simulation of the experimental data assuming a Poisson distribution for the incident
photons. Due to the ASE noise variance, the distribution histograms are broadened,
dimming the boundary for different photon numbers. By taking into account the Poisson
distribution of the incident photons, the single photon response of the system is obtained to
be 68 mV by fitting the curves in Fig. 20, and the quantum efficiency of the EDFAs is
calculated to be 22.7%. Due to the linearity of the external-gain photodetector, the curves of
the peak voltage kept the shapes of the ideal Poisson distribution of the input photons. The
probability statistics of the peak output voltage could be also observed in Fig. 18 directly by
its color-grading.
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Fig. 17. (a) Schematic of the external-gain detector, where IF1,2: inline filters, FBG1-3: fiber
Bragg gratings, Cirl-3: fiber circulators, PC: polarization controller, PBS: polarization beam
splitter, PD: conventional pin photodiode, AMP: RF amplifiers. (b) Spectra of the laser
(blue), ASE of the EDFA (green) and amplified single-photon signal (red). (c) variance of the
ASE noise with the ASE power; (d) Distribution of the peak output of one photon.
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Due to the lager spontaneous emission of the EDFA, the detector cannot discriminate single-
photon pulses. The FWHM of the bandpass filter is 0.06 nm as well as about 7.4 GHz. The
laser pulse width is ~325 ps, corresponding to the laser bandwidth in the order of 10 GHz.
The filers fits well with the laser pulse, but the insertion loss of the filters is about 15dB,
most of them comes from FBG; and FBG,. So, more efforts are needed to suppress the
spontaneous emission to decrease the insertion loss. However, the detector can be used as a
sensitive power meter at single-photon lever, as the integral output has a good linearity to
the input photon number, while the noise is averaged.

Fig. 18. Waveforms of the voltage output recorded by the oscilloscope with incident photon
number of (a) 4 and (b) 16.
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Fig. 19. Peak output voltage of the amplified photon signals and ASE noise variance. (a)
Average peak amplitude as a function of the incident photon number. (b) ASE noise
variance dependent on the output power.
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6. Conclusion

InGaAs/InP APDs are typically operated in gated Geiger mode for near-infrared single-
photon detection. The afterpulsing effect becomes the major obstacle for high speed
detection with the gating rate > 200 MHz, which should use short gating width (e.g. ~1 ns).
The capacitive response of the InGaAs/InP APD must be cancelled to distil the weak
avalanche pulse. We introduce three kinds of capacitive-response cancellation techniques,
where the balanced capacitance cancellation technique is robust for operation at the gating
rate < 200-MHz; and the self-cancellation and optical self-cancellation techniques are
effective in higher gating rate up to 2 GHz. On the other hand, InGaAs/InP APDs are
operated in non-saturated Geiger mode when the gating width < 2 ns. In this mode, the
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output of the InGaAs/InP APD is proportional to the input photon number. And we prove
that the PNR performance is determined by the multiplication gain of the InGaAs/InP APD
and input time of the photons.

Optical techniques are potential to realize high performance near-infrared single-photon
detection. One of them is the single-photon frequency up-conversion. The major problem of
up-conversion is the background photons induced by the optical nonlinear process, which
could be resolved by using long-wavelength pump laser, and the background photons are
suppressed at a negligible level. The other optical technique is just starting that detects few-
photon pulse with a conventional linear photodiode after amplified by an external optical
amplifier. Up to now, it still need efforts to realize an ultra-low noise optical amplifier for
few-photon detection.
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